
© Jessica Percy-Campbell, Jacob Buchan, Charlene H. Chu, Andria Bianchi, Jesse
Hoey et Shehroz S. Khan, 2024

Ce document est protégé par la loi sur le droit d’auteur. L’utilisation des
services d’Érudit (y compris la reproduction) est assujettie à sa politique
d’utilisation que vous pouvez consulter en ligne.
https://apropos.erudit.org/fr/usagers/politique-dutilisation/

Cet article est diffusé et préservé par Érudit.
Érudit est un consortium interuniversitaire sans but lucratif composé de
l’Université de Montréal, l’Université Laval et l’Université du Québec à
Montréal. Il a pour mission la promotion et la valorisation de la recherche.
https://www.erudit.org/fr/

Document généré le 3 juil. 2025 22:24

Surveillance & Society

User Perception of Smart Home Surveillance: An Integrative
Review
Jessica Percy-Campbell, Jacob Buchan, Charlene H. Chu, Andria Bianchi, Jesse
Hoey et Shehroz S. Khan

Volume 22, numéro 3, 2024

Open Issue

URI : https://id.erudit.org/iderudit/1113685ar
DOI : https://doi.org/10.24908/ss.v22i3.16084

Aller au sommaire du numéro

Éditeur(s)
Surveillance Studies Network

ISSN
1477-7487 (numérique)

Découvrir la revue

Citer cet article
Percy-Campbell, J., Buchan, J., Chu, C., Bianchi, A., Hoey, J. & Khan, S. (2024).
User Perception of Smart Home Surveillance: An Integrative Review.
Surveillance & Society, 22(3), 304–324. https://doi.org/10.24908/ss.v22i3.16084

Résumé de l'article
Smart Home Technologies (SHTs) have recently become popular for a variety
of purposes, including healthcare, entertainment, and convenience, among
others. While SHT manufacturers promise to provide a range of services
relating to home security, health and wellness, automated domestic tasks,
entertainment, and beyond, user perceptions vary widely in terms of benefits
and drawbacks. Moreover, surveillance studies researchers have warned
against normalizing technologies that may exacerbate uneven power dynamics
between users and household members, marketing companies, insurance
brokers, law enforcement, and others. Through an analysis of the
interdisciplinary literature stemming from computer science and engineering,
gerontology, the social sciences, and related fields, we explore the extent to
which these potential risks and related concerns are reflected upon by smart
home users. This scoping review aims to explore SHT user perceptions of
privacy attitudes, the purposes of smart home surveillance, risks and benefits,
and impacts on home safety. Through our review of sixty-eight relevant
studies, we found that many smart home users reported satisfaction over
perceived benefits such as an increased sense of safety and home security.
Many others displayed limited understandings of data collection practices or
expressed privacy concerns. Nonetheless, SHT usage prevailed among these
users. Others report a perceived trade-off between privacy and other factors,
such as convenience, and some may have resorted to privacy cynicism, a
coping mechanism for dealing with ubiquitous surveillance. In order to better
understand SHT adoption trends despite concerns, exploring the conflict
between user perceptions of privacy, understanding of SHT data collection
purposes, risks and benefits, and home safety, is essential.

https://creativecommons.org/licenses/by-nc-nd/4.0
https://apropos.erudit.org/fr/usagers/politique-dutilisation/
https://www.erudit.org/fr/
https://www.erudit.org/fr/
https://www.erudit.org/fr/revues/survsoc/
https://id.erudit.org/iderudit/1113685ar
https://doi.org/10.24908/ss.v22i3.16084
https://www.erudit.org/fr/revues/survsoc/2024-v22-n3-survsoc09569/
https://www.erudit.org/fr/revues/survsoc/


 

 
Percy-Campbell, Jessica, Jacob Buchan, Charlene H. Chu, Andria Bianchi, Jesse Hoey, and Shehroz S. Khan. 
2024. User Perception of Smart Home Surveillance: An Integrative Review. Surveillance & Society 22 (3): 304-
324.  
https://ojs.library.queensu.ca/index.php/surveillance-and-society/index | ISSN: 1477-7487 
© The author(s), 2024| Licensed to the Surveillance Studies Network under a Creative Commons 
Attribution Non-Commercial No Derivatives license 

	

 
 
Jessica Percy-Campbell   Jacob Buchan 
 
University of Victoria, Canada    University of Toronto, Canada 
jpercycampbell@uvic.ca      jacob.buchan@mail.utoronto.ca  

 
Charlene H. Chu    Andria Bianchi 
 
University of Toronto, Canada    University Health Network, Canada 
charlene.chu@utoronto.ca     andria.bianchi@uhn.ca  

 
Jesse Hoey     Shehroz S. Khan 
 
University of Waterloo, Canada    University of Toronto, Canada 
jesse.hoey@uwaterloo.ca     shehroz.khan@utoronto.ca   
 
      
 
Abstract 
Smart Home Technologies (SHTs) have recently become popular for a variety of purposes, including healthcare, entertainment, and 
convenience, among others. While SHT manufacturers promise to provide a range of services relating to home security, health and 
wellness, automated domestic tasks, entertainment, and beyond, user perceptions vary widely in terms of benefits and drawbacks. 
Moreover, surveillance studies researchers have warned against normalizing technologies that may exacerbate uneven power 
dynamics between users and household members, marketing companies, insurance brokers, law enforcement, and others. Through 
an analysis of the interdisciplinary literature stemming from computer science and engineering, gerontology, the social sciences, 
and related fields, we explore the extent to which these potential risks and related concerns are reflected upon by smart home users. 
This scoping review aims to explore SHT user perceptions of privacy attitudes, the purposes of smart home surveillance, risks and 
benefits, and impacts on home safety. Through our review of sixty-eight relevant studies, we found that many smart home users 
reported satisfaction over perceived benefits such as an increased sense of safety and home security. Many others displayed limited 
understandings of data collection practices or expressed privacy concerns. Nonetheless, SHT usage prevailed among these users. 
Others report a perceived trade-off between privacy and other factors, such as convenience, and some may have resorted to privacy 
cynicism, a coping mechanism for dealing with ubiquitous surveillance. In order to better understand SHT adoption trends despite 
concerns, exploring the conflict between user perceptions of privacy, understanding of SHT data collection purposes, risks and 
benefits, and home safety, is essential.  

 
Introduction: The Rise of the Smart Home 

Over the last two decades, innovative features and decreased prices have made smart home technologies 
(SHTs) more accessible to many. Improvements made to Internet of Things (IoT) capabilities, internet 
access in general, and faster WIFI connections have resulted in upward trends in SHT adoption (Lasquety-
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Reyes 2022). For example, 47% of Canadians reported using a smart home device in 2022, compared to 
42% in 2020 (Statistics Canada 2022). Likewise, smart home device ownership in the United States rose 
from 33% of households in 2019 to 43% in 2021 (Thormundsson 2023). While SHTs differ substantially, 
they generally include some combination of IoT devices (e.g., voice activated smart speakers, locks, security 
cameras, lights) and related WIFI or sensor connected appliances controlled by smartphone apps (Zeng, 
Mare, and Roesner 2017; Zheng et al. 2018). Their key features are meant to enhance user convenience by 
way of easy access controls and custom automated processes, sometimes through Artificial Intelligence 
(AI), such as voice assistants (VAs) embedded into smart speakers (Park et al. 2022). While commercial 
SHTs are often used for entertainment purposes, home appliance control, home security, or managing energy 
consumption (Sadowski 2020), they can also include wearable devices and environmental sensors for 
healthcare and rehabilitation purposes (Chan et al. 2009; Demiris and Hensel 2008; Marikyan, 
Papagiannidis, and Alamanos 2019; Pirzada et al. 2022). 
  
Conversely, throughout surveillance studies and related literature, SHTs have raised numerous ethical, 
privacy, and security concerns due to their invasive capabilities. Surveillance can be understood beyond 
passive monitoring as “the focused, systematic and routine attention to personal details for purposes of 
influence, management, protection or direction” (Lyon 2007: 14). In some ways, SHTs add an element of 
surveillance of the home but may have not yet fully “solidified their purpose,” adding to user confusion over 
data collection practices (Pridmore and Mols 2020: 3). IoT devices, including SHTs, can collect and share 
behavioral user data with manufacturers and third parties for various reasons. User data can be used to train 
AI platforms (Eliot and Murakami Wood 2022) or to commodify user interactions through targeted 
advertising (Maalsen and Sadowski 2019; Zuboff 2019). Collecting VA interactions or transcripts for 
targeted advertisements can sometimes take place without user awareness or meaningful consent (Malkin 
et al. 2019), which is in part due to a lack of transparency in privacy policies and End User Agreements 
(EUAs) (Iqbal et al. 2022; Neville 2020). EUAs are often illegible to ordinary users (Neville 2021), which 
is a well-documented problem with online platforms in general (Obar and Oeldorf-Hirsch 2020). Further, 
SHT concerns span from the risk of unauthorized data access from unknown attackers (Abomhara and Køien 
2014; Zhang et al. 2018) to the facilitation of domestic surveillance from potentially abusive partners (Parkin 
et al. 2019) to unwarranted law enforcement access to private spaces (Murakami Wood and Steeves 2021) 
and personalized insurance pricing (Carver and Mackinnon 2020; Sadowski 2020). This review draws on 
SHT user perception literature from various disciplines and analyses findings through a critical surveillance 
studies lens. The tendency for surveillance to lead to uneven power dynamics makes user perception of 
SHTs an important topic of inquiry. 
  
In light of the above-mentioned concerns, the purpose of this integrative literature review is to explore users’ 
privacy attitudes, their understanding of the purposes of smart home surveillance, as well as the risks and 
benefits and home safety perceptions. Further, we explore the extent to which users are informed about data 
collection practices, engage in perceived trade-offs between privacy and other factors, or display attitudes 
of privacy cynicism: “uncertainty, powerlessness and mistrust” or resignation in data handling (Lutz, 
Hoffmann, and Ranzini 2020: 1174). The overall aim is to shed light on the perceived benefits and 
drawbacks of SHTs from a user perspective, demonstrating that the growing popularity of SHTs does not 
necessarily imply that users are unconcerned about privacy or security risks. Ideally, a nuanced 
understanding of their attitudes can lead to user centric policy or design choices that preserve the most 
beneficial features of SHTs, such as safety or convenience, while limiting excessive surveillance capabilities 
or non-consensual data access and usage. 
  
Our research questions were designed to explore a wide range of smart home user perception literature. The 
questions are as follows: 
  

(1) Privacy: What are SHT users’ privacy attitudes? 
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(2) Purpose: What are SHT users’ understandings of data collection purposes? 
  

(3) Risks/Benefits: How do users perceive the potential risks and benefits of SHTs? 
  

(4) Safety: How do users perceive home safety in the context of SHTs? 

Background: Surveillance Implications 

Today, most public behavior, consumer transactions, and online activities are subject to some form of 
surveillance (Lyon 2018). Through SHTs, this trend has paved the way for large tech companies to further 
seep into the realm of domestic spaces. Although privacy, or control over information that pertains to oneself 
(Westin 1967), may be the first ethical implication that comes to mind, it ought to be further considered 
with related issues such as autonomy, dignity, informed consent, and differential treatment (Wright and 
Raab 2012). The negative consequences of automated and under regulated surveillance are perpetuated and 
even amplified by algorithms and AI systems to profile users, contributing to discrimination that further 
disadvantages oppressed or marginalized groups while rewarding others (Costanza-Chock 2020; Noble 
2018; O’Neil 2016). Surveillance generally warrants skepticism towards its socio-political implications, as 
well as the potential for surveillance creep, where devices and data may be used beyond their original intent 
in the future (Bennett et al. 2014; Solove 2008). Although the full ethical implications of SHTs are yet to 
be seen, manufacturers and third parties have been criticized for relying on surveillance capitalism to 
commodify the user experience in an attempt to predict, modify, or control behavior (Neville 2020; Zuboff 
2019. Further, marketing techniques make surveillance seem enjoyable or culturally acceptable (see Guo 
and Ohlheiser 2022), a phenomenon referred to as seductive surveillance (Troullinou 2017; see also Draper 
and Turow 2019; Neville 2020). 

SHTs introduce the ability for unprecedented digital surveillance inside the home. As argued by Maalsen 
and Sadowski (2019: 120), “Watching people in their homes has always been, first and foremost, a way of 
exercising power.” Surveillance often signals a power dynamic that favors the watcher (Gilliom and 
Monahan 2012; Sadowski 2020), which can be especially problematic in intimate settings (e.g., the home). 
Due to this fundamental relationship between power and surveillance, it is important to question the impact 
on SHT user privacy, autonomy, and dignity, not only with commercial smart home devices but also within 
healthcare or eldercare settings where such technologies are used (Mortenson, Sixsmith and Woolrych 
2015). Although there may be major differences between commercial for-profit SHT companies and 
healthcare oriented SHT, an ethical tension related to privacy and autonomy remains (see Mortenson, 
Sixsmith and Woolrych 2015; Zhu et al. 2021). 

Related Privacy Literature 

In a number of settings, there tends to be a disconnect between privacy concerns (e.g., Auxier et al. 2019) 
and actual behaviour, such as engaging with intrusive customer loyalty programs (Draper and Turow 2019) 
or social media platforms (Hargittai and Marwick 2016). This is known as the privacy paradox (Draper and 
Turow 2019; Nissenbaum 2009), which has led to various attempts to theorize user behaviour. Some have 
argued the privacy paradox may result from a lack of user awareness over direct marketing practices or low 
levels of digital literacy (Dommeyer and Gross 2003; Park 2013). Others have noted that consumers are 
often asked to make trade-offs between privacy and access to personalized services or convenience (Draper 
2017; Hoofnagle and Urban 2014; Westin 2003). The privacy calculus theory has been used to explain IoT 
users’ trade-off decisions in giving up their personal information (Kim et al. 2019). For example, outside of 
healthcare settings, the ability to personalize services is often considered a salient factor in whether to give 
up personal information, more so than privacy risk (Kim et al. 2019). Even as concerned users might be 
expected to refrain from privacy invasive behaviour online, perceived benefits are often a key motivator for 
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self-disclosing personal information (Hoffmann, Lutz and Ranzini 2016). Nonetheless, the privacy calculus 
theory has been critiqued for its limited ability to fully explain the privacy paradox (Lutz, Hoffmann, and 
Ranzini 2020). 
 
Draper and Turow (2019) have offered digital resignation as an alternative explanation for seemingly 
contradictory consumer behaviour, where feelings of powerlessness over a loss of privacy are a logical 
reaction to overwhelming environments of digital mass surveillance. Even though some digitally resigned 
individuals engage in privacy protecting behaviour, they often do not feel confident that such efforts will be 
fruitful (Draper and Turow 2019). Following Lutz, Hoffmann, and Ranzini (2020), alongside powerlessness, 
uncertainty, and mistrust, resignation is a component of the broader concept of privacy cynicism, where 
individual attempts at online privacy protection are viewed as limited or futile. Others have employed 
concepts of privacy helplessness (Cho 2022), surveillance realism (Dencik and Cable 2017), privacy fatigue 
(Choi, Park, and Jung 2018), or privacy apathy (Hargittai and Marwick 2016). Taken together, these 
concepts can be understood as coping strategies for engaging in privacy-invasive environments where 
surveillance is considered “inevitable or uncontrollable” (Cho 2022:165; Lutz, Hoffmann, and Ranzini 
2020) and can be seen as pragmatic rather than paradoxical responses to surveillance intensive online 
environments (Hargittai and Marwick 2016). With the exception of a few studies (e.g., Kim et al. 2019; 
Lutz and Newlands 2021), such research often pertains to online environments such as social media 
platforms but not smart home or IoT users specifically. This work is an effort to begin to bridge that gap. 
We do so by exploring user privacy attitudes alongside other perceived risks and benefits and flagging 
patterns of uninformed users, perceived trade-offs, or privacy cynicism throughout. 

Previous Research on Smart Home Surveillance 

SHT user perception can be contextual and dynamic due to various factors. Researchers have often focused 
on barriers to SHT adoption, which can include perceptions of privacy, security, and risk (Chan et al. 2009; 
Marikyan, Papagiannidis, and Alamanos 2019; Paetz et al. 2011; Yang, Lee, and Zo 2017; Zheng et al. 
2018). In further exploring the reasoning behind the acceptance and rejection of SHTs, cost, reliability, 
useability, and knowledge gaps about device functionality have been identified as key factors (Marikyan, 
Papagiannidis, and Alamanos 2019). Conflicted attitudes are often present, as SHT surveillance systems 
may make users feel more secure from outside intruders while simultaneously concerned about non-
consensual data monitoring (Mäkinen 2016). 
  
Smart speaker users often lack awareness in terms of the collection, use, and storage of voice recordings 
(Lau, Zimmerman, and Schaub 2018; Malkin et al. 2019). Users who expressed the need to trade privacy 
for convenience also vary in levels of awareness over data collection practices and may appear resigned 
(Lau, Zimmerman, and Schaub 2018). However, even among informed individuals, continued usage of 
SHTs does not necessarily imply full acceptance of their surveillance capabilities. For example, users find 
ways to negotiate privacy boundaries with their voice-activated devices, such as by avoiding sensitive topics 
in their vicinity or keeping them out of certain areas of the home (Pridmore and Mols 2020). 
 
Certain SHT surveillance capabilities, such as video or audio recording, are most often related to feelings 
of privacy intrusion (Marikyan, Papagiannidis, and Alamanos 2019). However, SHTs that do not rely on 
capturing images, video footage, or voice recordings can still be used to make sensitive inferences about 
users in less obvious ways (Kröger 2018; Zheng et al. 2018). For instance, malicious actors may access data 
from smart thermostats to detect whether users are at home (Copos et al. 2016). Smart energy meters can 
also be used to infer various types of user behavior inside the home, including sleep cycles or bathroom 
activity (Kröger 2018). Smart light bulbs or thermostats may be used to make inferences about user sleep 
patterns or home occupancy rates (Zheng et al. 2018). Often, users trust SHT manufacturers to secure their 
private data without verifying security claims, resulting in the absence of informed privacy choices (Zheng 
et al. 2018).  
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Previous literature reviews have often focused on SHTs in healthcare, rehabilitation, or independent aging 
(e.g., Choukou et al. 2021; Read et al. 2022; Zhu et al. 2021). In the case of older adults, user perceptions 
of SHTs may depend on their trust toward caregivers with access to device data (Lie, Lindsay, and Brittain 
2016), who sometimes lack technological literacy themselves (Parzen et al. 2021). User trust is essential, as 
dignity and self-esteem are connected to one’s ability to control their privacy preferences (Berridge and 
Wetle 2020). Older adults may generally prefer certain types of SHTs, such as motion sensors, over cameras 
or microphones (Fritz and Dermody 2019). Further, even as SHTs may represent potential health and safety 
benefits for older adults, there are many cases in which trading privacy for safety or convenience may not 
be seen as an acceptable choice by users, especially when sensitive data are involved (Carver and Mackinnon 
2020). Overall, there are numerous potential explanations as to why many individuals would accept SHTs 
into their private spaces, even if they do not fully accept their surveillance capabilities. To better understand 
this phenomenon, we summarize and examine user attitudes from sixty-eight studies on SHTs. 

Methods 

To gain a deeper understanding of smart home user attitudes and behaviour, we utilized an integrative review 
framework. This is an established and rigorous method of generating a comprehensive review of the 
literature. Integrative reviews are useful for amassing a broad range of research articles from various 
theoretical backgrounds and empirical methods to further understand a certain phenomenon (Whittemore 
and Knafl 2005). This framework was most suitable for our task of reviewing papers from various academic 
backgrounds under the lens of privacy and surveillance literature. 

Data Synthesis 
The selected studies’ data were imported to record the publication date, country, number of participants, 
demographic information (e.g., age, gender), research method, research question, type of technology, a 
summary of key findings, and for examples of uninformed users, trade-offs, or privacy cynicism. Following 
our research questions, we classified each study under the non-mutually exclusive themes of privacy, the 
purpose of data collection, and risks/benefits or safety. The data extraction (see Appendix 1) shows the total 
number of studies in each classified theme with their citations. 

Search Strategy 
A health information specialist helped to identify and refine the list of keywords1 for the search strategy as 
shown alongside Figure 1. The keywords were selected by our research team based on relevance to our 
research questions about privacy, the purpose of data collection, the perceived risks and benefits, and the 
perceived home safety regarding various SHTs. The search for peer reviewed English studies was conducted 
in the following databases, which were selected and refined by the health information specialist: Ovid 
MEDLINE; Ovid Embase; Cochrane Database of Systematic Reviews (Ovid); Cochrane Central Register 
of Controlled Trials (Ovid); Scopus; Web of Science Core Collection; and IEEE Xplore / IET Electronic 
Library (IEL). Publication dates of our accepted studies ranged from 2011 to October 2021. The final results 
of all collected studies were imported into Covidence to manage the screening process. 

 
1 List of search keywords: (smart home*) OR (intelligent home*) OR (smart house*) OR (home automation) OR 
domotic OR smarthome OR homeseer OR homekit OR mihome OR homeOS OR “Google home” OR “Amazon 
home” OR (smart environment) OR “ubiquitous home*” OR (smart apartment) OR (home intelligence) OR (home 
network) OR (remote control home) OR (smart appliance) OR (ambient sensor) OR (Ambient assistive living) OR 
(Smart speaker) OR (Voice assistant) OR Agetech OR Gerontechnolog*) AND (surveill* OR security OR privacy 
OR (data collection) OR (data access) OR (data own) OR risk* OR benefit OR safety OR safe OR monitoring ) AND 
(focus group or qualitative or ethnographic or ethnography or fieldwork or “field work” or “key informant” OR 
interview OR interviews OR questionnaire OR questionnaires OR survey OR surveys OR themes OR phenomenology 
OR Delphi OR narration). 
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Inclusion and Exclusion Criteria 
To meet selection criteria, included peer-reviewed studies primarily focused on smart home user perception 
of privacy, data collection purposes, attitudes towards physical safety, and perceived risks or social benefits 
with SHTs. These four themes were selected to highlight both the perceived SHT pitfalls and benefits from 
the user perspective. The privacy theme was selected to tease out user attitudes surrounding data collection 
and sharing with various entities such as household members, manufacturers and advertisers, healthcare 
providers, and government or law enforcement. Next, the purpose theme was chosen to expose user 
understanding levels of what data are collected and why. Although there is some overlap within the risks 
and benefits category and the previous categories, this theme highlights user perceptions of risk that span 
beyond privacy into the realms of security issues such as the potential for hacking, technological dependence 
or loss of autonomy, and the cost of SHTs, among others. It also measures perceived benefits such as 
convenience, entertainment, healthcare, or home security, which are sometimes balanced against perceived 
risks through trade-offs. Finally, the safety theme explores user understanding of how SHTs can impact 
feelings of physical safety and security at home, such as through emergency contact features or fall detection 
services. Studies with participants from all age groups were included as long as users were community 
dwelling as opposed to living in care homes (e.g., nursing homes), assisted living facilities, or hospitals. The 
complexities of these clinical settings surrounding SHTs (e.g., legal requirements, staff and patient consent) 
were beyond the scope of this review. Qualitative, quantitative, or mixed methods empirical studies that 
measured user perception of smart home surveillance through questionnaires, surveys, interviews, or focus 
groups were included. 
  
Exclusion criteria were as follows: (1) studies focused solely on wearables or smart phones (due to their use 
outside of the home); (2) energy grid studies that related to cost or sustainability; (3) studies that were solely 
technical (e.g., algorithm or system development) or theoretical; (4) system feasibility studies, as they did 
not reflect user perception; (5) other review papers; (6) usability or acceptability studies that were unrelated 
to our research questions on privacy, data collection purpose, safety, or risk. To ensure reliability and limit 
subjective biases, the selection of articles in each phase required the acceptance of two team members who 
worked independently of each other. In the final phase, each paper that passed the abstract review phase 
was assigned to be read in full and evaluated by at least two team members. The two team members then 
independently accepted or rejected in the Covidence review management software. In the rare event of 
disagreement where one team member accepted a paper and the other rejected it, the consensus was achieved 
through weekly team discussions among the team of four researchers. In these meetings, each team member 
would explain their reasoning for exclusion or inclusion followed by a team vote to finalize the decision. 
Finally, accepted papers were divided up to be summarized, categorized into relevant themes based on 
relevance to research questions, and entered into a shared spreadsheet for data extraction that was then 
further reviewed and finalized for consistency across categories. 
  
Search Results 
Our search yielded 2,398 titles and abstracts that were screened. The PRISMA flow diagram in Figure 1 
outlines the screening process. We selected 146 full-text articles for full-text review. Of these, sixty-eight 
articles were included in this review paper based on the abovementioned inclusion criteria. After two team 
members read each of the full text articles, seventy-eight were excluded for the following reasons: they 
centered on the wrong population, such as non-users or consumers in general (forty-three studies); the focus 
was not substantially related to research questions (seventeen studies); the research was conducted in the 
wrong setting outside of the home (seven studies); the research examined the wrong technology (five 
studies); the researchers implemented the wrong study design (four studies); or the studies were not written 
in English (two studies). 

Most included studies focused on participants from the US and UK, but SHT user perspectives spanned 
over twenty-five countries with a range of user demographics (see Table 1). Further, while the majority of 
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studies focused on users of all ages, fifteen studies focused exclusively on adults aged over fifty (see 
Appendix 1), the results of which we explore in depth elsewhere.  

 

Figure 1: PRISMA flow chart. 

Overall, we found perceptions of privacy, purpose, safety, and risk to be diverse. Our research questions 
resulted in a variety of SHT user concerns and perceived benefits related to privacy (sixty studies), purpose 
(twenty-two studies), risks and benefits (forty-three studies), and safety (twenty-five studies). A wide range 
of SHTs were evaluated by the extracted studies, with some focusing on more than one type of device. The 
most common SHTs analyzed throughout the selected studies were voice assistants (VAs) or smart speakers, 
environmental sensors, home automation tools, and other SHTs in general (smart thermostats, security 
cameras, or a mix of other SHTs) (see Appendix 1; see Figure 2 for the number of publications by year and 
Figure 3 for the number of studies by methodology). 
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Figure 2: Number of publications by year. 

 

Figure 3: Number of studies by methodology. 

Results 

The following four sections are separated by theme: privacy, the purpose of data collection, risks and 
benefits, and safety. The findings in each section correspond to research questions linked to each theme. 
Each section begins with a summary of findings, which are then grouped into like categories and explained 
in further detail. 
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Theme 1: Privacy 

Throughout our first theme, privacy, users’ attitudes as well as interpretations of privacy itself were diverse. 
One interview study from the UK on telecare and smart home energy systems reported that participants 
thought privacy was essential, and “for some it meant that only they would have full access and control over 
what happened with the data” while others had more flexible interpretations (Burrows, Coyle, and 
Gooberman-Hill 2018: 116). Varied attitudes may stem from several factors. Studies that compared more 
than one geographic location tended to find culturally relevant variations in privacy attitudes (Pridmore et 
al. 2019; Tu et al. 2021). Age also appeared to be a relevant factor in privacy attitudes and levels of 
awareness, although the results were mixed. Some studies indicated that younger people were more privacy 
concerned than older people in terms of SHT or wearable data collection (Abaquita et al. 2020) and sensor 
based IoT devices (Psychoula et al. 2018). Others found that that privacy and security awareness declined 
slightly with age (Abrokwa et al. 2021). Conversely, some older people were least likely to trust in SHTs 
and had higher levels of concern over the impact of privacy breaches (Cannizzaro et al. 2019; Cannizzaro 
et al. 2020). 

The following explores a few common topics that emerged under this theme, where study participants have 
often expressed concern or lack thereof. First, one common discussion relates to the difficulty in protecting 
SHT data from household members or visitors, potentially impacting household power dynamics (Furszyfer 
Del Rio, Sovacool, and Martiskainen 2021; Geeng and Roesner 2019; Huang, Obada-Obieh, and Beznosov 
2020; Sovacool, Martiskainen, and Furszyfer Del Rio 2021). Other commonly explored topics included 
attitudes surrounding top-down surveillance from state actors (Furszyfer Del Rio, Sovacool, and 
Martiskainen 2021; Pridmore et al. 2019) and SHT manufacturers or third parties (Ammari et al. 2019; 
Furszyfer Del Rio, Sovacool, and Martiskainen 2021; Huang, Obada-Obieh, and Beznosov 2020), each of 
which is further explained below. 

Household Power Dynamics 
SHTs are often shared household devices that can involve data sharing between multiple users. Attitudes 
about shared SHT devices and their ability to influence household power dynamics differed among users to 
varying degrees. Semi-structured interviews with twenty-five American smart speaker users showed that 
shared devices resulted in behavioral self-management, such as avoiding sharing sensitive information to 
limit access from household members or visitors (Huang, Obada-Obieh, and Beznosov 2020). Interestingly, 
primary users—the main person who manages settings—and secondary users—such as a guest or housemate 
with limited account access—shared similar privacy concerns and mitigation strategies (Huang, Obada-
Obieh, and Beznosov 2020). Another survey (n=214) found that privacy invasive tendencies of smart 
speakers, such as accidental voice recording, sometimes led to interpersonal conflict in the home (Benlian, 
Klumpe, and Hinz 2020). A national UK survey (n=1032) analyzed user perception of SHTs such as burglar 
alarms, energy meters, and smart speakers, among others. Here, women were more likely than men to report 
that the main purpose of SHTs was to “control family members” (Furszyfer Del Rio, Sovacool, and 
Martiskainen 2021: 7). In another study using the same dataset, one participant mentioned that couples may 
use such devices to “to spy on each other” (Sovacool, Martiskainen, and Furszyfer Del Rio 2021: 6). 

In some cases, participants were unconcerned about data sharing between household members. Lutz and 
Newlands (2021) surveyed 367 participants in the UK where smart speaker users were least worried about 
household members accessing their data, as opposed to contractors or third-party app developers (Lutz and 
Newlands 2021). Semi structured interviews (n=18) in the US and Australia asked about concerns of sharing 
general SHTs with household members—such as smart thermostats, lights, outlets, locks, motion sensors, 
speakers, and cameras (Geeng and Roesner 2019). Couples were generally unperturbed regarding potential 
power imbalances between the household members who had installed SHTs and secondary users. The 
authors hypothesize that this lack of concern could be due to interview participants self-identifying as being 
in “stable, generally trusting relationships,” or that they may have had “incorrect or incomplete mental 
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models” about what types of information can be inferred or made visible by SHT data (Geeng and Roesner 
2019: 9). The potential for SHT data sharing with organizations, such as state or corporate data recipients, 
was further explored in several studies. 

State Surveillance 
In addition to the concerns about household or peer-to-peer surveillance noted above, top-down or 
institutional surveillance was also explored in examples of privacy concerns over the potential for state 
surveillance. In a study of American (n=65) and Dutch (n=36) smart speaker users, participants in the US 
focus groups sometimes expressed concerns over the threat of state surveillance. However, they were less 
concerned about data privacy than their Dutch counterparts (Pridmore et al. 2019). Other American smart 
speaker users showed some concerns over “external entities” accessing their data, such as state actors or 
device manufacturers (Huang, Obada-Obieh, and Beznosov 2020). In the UK, some users reported fears of 
devices listening to conversations, some mentioning the dangers of “Big Brother” spying on their behavior 
through Amazon Echo (Furszyfer Del Rio, Sovacool, and Martiskainen 2021). 

Corporate Surveillance 
Corporate surveillance and third-party data sharing are other frequently explored topics within the literature. 
Levels of user trust in SHT companies is an important factor due to the high levels of uncertainty 
surrounding data collection, use, and storage (Furszyfer Del Rio, Sovacool, and Martiskainen 2021; 
Vimalkumar et al. 2021). As one UK participant mentioned: “To date, it is not possible to know where the 
data is transmitted. Manufacturer’s claims cannot be guaranteed” (qtd. in Furszyfer Del Rio, Sovacool, and 
Martiskainen 2021: 10). Regarding third-party data sharing, many users expressed discontent: “I do not like 
[my data] being sold, because you would wonder about how much personal information they have,” said 
one respondent (qtd. in Huang, Obada-Obieh, and Beznosov 2020: 6). Manufacturers were seen as 
untrustworthy and non-transparent about data sharing (Huang, Obada-Obieh, and Beznosov 2020). 
Interestingly, six participants resorted to feelings of learned helplessness. As stated by one participant: “It 
(Google) has everything that [is] digitally mine. There is nothing I can do about it” (qtd. in Huang Obada-
Obieh and Beznosov 2020: 8). Similar to findings from Richards (2019), where SHT users expressed a 
decline in privacy concerns over time, some eventually succumbed to the idea that “nothing” could be done 
to preserve their data (Huang, Obada-Obieh, and Beznosov 2020: 8). Although voice assistant users 
expressed privacy concerns over contractors and third-party data access, Lutz and Newlands (2021) found 
that such attitudes had limited influence over privacy-protecting behaviours among users. 

Relatedly, US families (n=19 adults; n=24 children) rationalized the continued use of Amazon Echo despite 
privacy concerns, with some expressing that maintaining privacy was no longer feasible in present times 
(Belanger et al. 2021). In a study of 419 voice assistant users, convenience and personalized services were 
considered more important than privacy. This study also found that users did not mind receiving 
personalized shopping recommendations based on their data (Pal and Arpnikanondt 2021). Vimalkumar et 
al. (2021) demonstrated that tech-savvy university students in India (n=252) engaged in privacy calculus 
decisions, adopting voice assistant technology even when privacy concerns were present. However, those 
who considered these SHTs to be the most useful were also the least concerned with privacy. As meaningful 
decision-making and consent requires a certain level of privacy literacy, we now turn to explore the extent 
to which users understand the purposes of data collection. 

Theme 2: Purpose of Data Collection 

Users expressed a range of perspectives on why and how their data are collected. Overall, many users were 
often unaware of what data were being collected or why (Abdi, Ramokapane, and Such 2019; Al-Turkistani 
and AlSa’awi 2020). Conversely, others understood the basic purposes of data collection such as marketing 
(Abdi, Ramokapane, and Such 2019; Pridmore et al. 2019), product improvement and personalization in the 
case of commercial SHTs (Abaquita et al. 2020; Tabassum, Kosinski, and Lipford 2019), or health 
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monitoring in the case of environmental sensors for older adults (Jo, Ma, and Cha 2021). Even in such 
cohorts, users often felt SHTs (including speakers, lights, plugs, doorbells, thermostats, sensors, and others) 
were collecting more data than they should (Tabassum, Kosinski, and Lipford 2019).  

Confusion over SHT Data Collection Practices 
Why and how smart speakers collect data through voice assistants was difficult for users to understand, as 
they were often unaware that their voice interactions are recorded (Ammari et al. 2019; Javed, Sethi, and 
Jadoun 2019); where data were stored (Abdi, Ramokapane, and Such 2019; Al-Turkistani and AlSa’awi 
2020; Javed, Sethi, and Jadoun 2019); or where to access privacy settings (Lin and Parkin 2020). A survey 
of American Amazon Alexa users (n=113) showed that only 36.28% knew their voice data interactions were 
recorded and stored. Only a small minority (16.8%) knew they could delete their recordings, some of which 
were accidentally recorded and sensitive in nature (Javed, Sethi, and Jadoun 2019). Overall, voice assistant 
users expressed the need for higher levels of transparency and consent over data collection, sharing, and 
storage (Lopatovska et al. 2019). 

Other types of SHT users were often confused over the hidden surveillance capabilities of their devices. For 
example, users knew that their smart doorbells were recording video but were unaware that the associated 
smartphone apps were also tracking their location (Tabassum, Kosinski, and Lipford 2019). A UK study 
with six older adult participants found that users were forgetting why non-medical sensors had been installed 
in their homes (Ghorayeb, Comber, and Gooberman-Hill 2021). Others found that telecare and 
environmental sensors led to concerns over what types of data were shared and with whom (Burrows, Coyle, 
and Gooberman-Hill 2018). In the US, wireless sensor users expressed the desire to know more about data 
collection, use, and storage, citing concerns about abuse or non-consensual third-party sharing (Alaiad and 
Zhou 2017). Finally, in Germany, Denmark, and Norway, one study of 3,851 SHT users found that privacy 
attitudes were not a significant factor in adoption rates (Hubert et al. 2020). Citing the privacy paradox, 
authors speculate such user behavior may be “related to ignorance” on the part of the users, or potentially 
due to trust in SHT privacy enhancing innovation (Hubert et al. 2020: 1162). 

Digital Literacy 
Certain subsets of participants have shown higher levels of awareness about data collection and sharing 
practices than others, such as older adult study participants in South Korea who had their SHT data 
collection features explained by researchers in advance (Jo, Ma, and Cha 2021). Elsewhere, focus groups 
with Dutch and American participants were generally aware that Google Home products could be used for 
marketing or state surveillance purposes, but generally expressed attitudes of resignation through the 
sentiment that they had “nothing to hide,” that user profiling was “inevitable,” or that it was “just out of 
[their] control” (Pridmore et al. 2019: 129.). However, Dutch participants were more skeptical about third-
party sharing and usage and were more concerned about user anonymity (Pridmore et al. 2019). Other users 
were aware of the potential data misuse but ignored the risks due to the ubiquity of online surveillance. For 
example, one US study of fourteen legally blind voice assistant users justified their usage of such 
technologies since their data were already at risk through other platforms such as Gmail or iCloud 
(Abdolrahmani et al. 2020)— another example of privacy cynicism. The next theme further explores user 
attitudes in terms of the potential risks and benefits of SHTs. 

Theme 3: Risks and Benefits 

In regards to perceived risks and social benefits, users reported concern over issues about security (Zhang 
and Liu 2021), such as the risk of getting hacked (Alaiad and Zhou 2017; Brush et al. 2011). Some users 
found great benefits in SHTs, such as convenience (Barbosa, Zhang, and Wang 2020; Tabassum et al. 2020) 
or safety (Brich et al. 2017), which are further explored in the next section. We also found examples of 
perceived trade-offs, where users reported weighing the risks of SHTs against potential benefits 
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(Abdolrahmani et al. 2020; Brush et al. 2011; Gazzawe and Lock 2018; Sovacool, Martiskainen, and 
Furszyfer Del Rio 2021). 

Trade-offs: Affordability, Security, Convenience, and Autonomy 
One study reported that privacy could be traded if the SHT was considered affordable (Barbosa, Zhang, and 
Wang 2020). The authors note that this idea of valuing low cost over privacy could be problematic, as 
devices are often given away for free during promotions (Barbosa, Zhang, and Wang 2020). In a study 
consisting of five-hundred SHT user reviews, 1,006 survey respondents, and eighteen interviews, users 
engaged in trade-offs such as cost-benefit analyses to assess SHT cost, functionality, and features (Dupuis 
and Ebenezer 2018). Comparably, in Germany, users generally perceived SHT cost as something to consider 
in balance with device performance and privacy, although privacy was considered the most important factor 
(Burbach et al. 2019). In earlier work, participants felt that SHTs were generally too expensive and that 
benefits may not outweigh the drawbacks (Brush et al. 2011). Overall, it appears that SHT affordability has 
remained a persistent factor in assessing overall risks and benefits. 
  
Users of smart thermostats, cameras, voice assistants, and other connected appliances (n=18) reported that 
safety or security benefits outweighed the risk of lost data or low levels of transparency on behalf of 
manufacturers (Gazzawe and Lock 2018). Relatedly, in an early US and UK study on smart home 
automation, semi-structured interviews (n=31) demonstrated awareness that smart locks or cameras might 
not only increase home security but also amplify risk due to potential hacking (Brush et al. 2011). More 
recently, in the UK, a study of forty-three robotic assistant users, such as voice assistants or Roomba vacuum 
cleaners, found that privacy concerns were pressing, especially for those with vulnerable health issues 
(Urquhart, Reedman-Flint, and Leesakul 2019). Respondents to a UK survey expressed related concerns 
related to risks. Some of those living in social housing viewed SHTs as intrusive and thus not worth the risk 
to their personal autonomy out of fear of increasing reliance on “outside experts” (Sovacool, Martiskainen, 
and Furszyfer Del Rio 2021: 15). Worth noting is that their survey results found that demographics had a 
limited influence on perception based on income, age, or housing tenancy (Sovacool, Martiskainen, and 
Furszyfer Del Rio 2021). Finally, in one US study, health protection was important, although SHT users 
were worried about the implications of constant monitoring and the potential of being hacked (Alaiad and 
Zhou 2017). 
  
Perceived convenience sometimes led to accepting SHT surveillance risks where, again, feelings of 
helplessness or powerlessness were a factor in such attitudes (Sovacool, Martiskainen, and Furszyfer Del 
Rio 2021). As stated by one participant: “Once I bought all these devices that was it. These functions come 
with these risks no matter what and I can’t do anything about that” (qtd. in Sovacool, Martiskainen, and 
Furszyfer Del Rio 2021: 444). Likewise, Tasbassum et al. (2019) found that users expressed powerlessness 
over the trading of data for convenience. Elsewhere, safety benefits were weighed against potential risks 
such as a loss of autonomy. A focus group in Finland (n=8) found that older adults were concerned about a 
loss of autonomy with home monitoring technologies. At the same time, older participants expressed that 
safety was more important, especially for those experiencing memory issues (Leikas and Kulju 2018). 
Potential users and early adopters of SHTs involving sensors and home automation expressed similar 
concerns over a loss of autonomy (Wilson, Hargreaves, and Richard Hauxwell-Baldwin 2017). 
Alternatively, another UK study showed individuals with intellectual disabilities found that smart speakers 
increased their autonomy and agency levels, helping them to live more independently (Smith et al. 2020). 
In short, SHT users often weigh various risks and benefits against each other as trade-offs. 

Theme 4: Safety 

This final theme pertains to user feelings of how SHTs can impact home safety, such as protection from 
outside intruders through home security features or enhanced health-related safety such as fall detection or 
emergency contact services. Research in this area was largely focused on older adults (50+) (Albina and 
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Hernandez 2018; Arthanat, Chang, and Wilcox 2020; Jo, Ma, and Cha 2021; O’Brien et al. 2020; Sultan 
and Yusuf 2020) or health care patients such as stroke survivors (Olsson et al. 2018; Rogerson, Burr, and 
Tyson 2020). It appears that age and health status are salient factors in terms of positive SHT safety 
perceptions. However, study participants of all ages also tended to perceive SHTs as safety-enhancing (Kim 
and Yoon 2016; Gazzawe and Lock 2018; Shank et al. 2021). In one example, users and non-users in South 
Korea reported that SHTs such as automatic gas locking services or CCTV cameras could help make the 
home safer (Kim and Yoon 2016). However, there were also concerns over third-party access to recorded 
images. As a result, users often perceived trade-offs between privacy violations and usefulness (Kim and 
Yoon 2016). In another study, Master’s students (n=18) felt that SHTs such as smartphone-controlled fire 
alarms, burglar alarms, and door access alarms helped to guarantee home safety (Gazzawe and Lock 2018). 

Older Adults and Safety Perceptions  
Through an analysis of 125 Amazon Echo smart speaker customer reviews, older adults and caregivers often 
praised safety-enhancing features, such as emergency contact skills (e.g., Ask My Buddy) that notify users’ 
contacts in the case of a fall (O’Brien et al. 2020). Similarly, Ambient Assistive Technology (AAT) users 
in the Netherlands (n=12) found comfort in emergency contact functions in the event of a fall (Van Hoof et 
al. 2011). Interview data indicated that privacy was often seen as less important than safety for older 
participants. In some cases, AATs were considered to enhance privacy by allowing older adults to age in 
place, as opposed to living in a care home (Van Hoof et al. 2011). In the Philippines, Assistive Technology 
users over sixty years old (n=118) reported heightened perceptions of safety and security, despite privacy 
concerns relating to manufacturers or relatives accessing their data (Albina and Hernandez 2018). In the 
US, users (n=447) with a previous fall or injury tended to feel less safe in the home and were more willing 
to adopt SHTs for safety and independence (Arthanat, Chang, and Wilcox 2020). In South Korea, focus 
groups demonstrated that older adults were more concerned with enhanced safety than managing privacy 
(Jo, Ma, and Cha 2021). In this case, monitoring sensors were seen as unobtrusive and as helping to facilitate 
independent living. In Bahrain, surveys with users and non-users (n=112) revealed that security and safety 
were perceived as the most important SHT features (Sultan and Yusuf 2020). 
  
Additionally, a study of nineteen stroke survivors reported that SHTs gave users a sense of physical security 
and peace of mind. Users were unconcerned about privacy, often forgetting about the sensors over time 
(Rogerson, Burr, and Tyson 2020). Another study on video recording and environmental and wearable 
sensors showed that older adults were most often concerned with the humans monitoring their health data. 
Here, participants expressed distrust in humans monitoring their data to respond quickly to emergencies 
(Ghorayeb, Comber, and Gooberman-Hill 2021). Overall, in regards to safety, it is clear that SHTs are 
perceived as valuable to many older adults and healthcare patients, alongside other populations. 

Discussion 

The results of this review were focused on users’ varied and nuanced perceptions of privacy, purpose, risks 
and benefits, and safety as they relate to SHTs. While many users found SHTs beneficial for different 
reasons, including safety, improved health outcomes, convenience, and entertainment, privacy and other 
risk concerns were often present. Users are often faced with making personal decisions about trade-offs 
such as affordability over privacy, indicating that the comfort and use of SHTs is not contingent upon 
privacy access or a strong understanding of why and how data are collected and used. Further, the prevalence 
of uninformed users may contribute to misleading assumptions about user acceptance levels of SHT 
surveillance. Power dynamics are inextricably linked to these SHTs as they can be enabled or amplified, 
which requires further critical discussion. 
  
Many of the issues with SHTs flagged in the surveillance literature were not necessarily reflected by 
participants in our review. For example, although some users mentioned the potential for SHT data to 
contribute toward targeted advertisements (e.g., Pridmore et al. 2019; Sovacool, Martiskainen, and 
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Furszyfer Del Rio 2021), users rarely provided detailed explanations of potential harm. In contrast, academic 
researchers have warned that user profiling can have detrimental or discriminatory effects on the life chances 
and choices of marginalized groups (e.g., Chu et al. 2022; Kuempel 2016; Lyon 2003). Additionally, as 
voice-enabled SHT devices are growing in popularity, voice data themselves are valuable to marketers 
(Turow 2021). Inferred health status and mood from online behaviour and other biometric markers can be 
valuable to advertisers too (Hunter and Merrill 2022; Kroger, Lutz, and Raschke 2019; Pasquale 2021; Yoo 
2021). The ability of voice enabled devices to infer health status or mood, such as through the sound of a 
user’s voice, was not mentioned in the reviewed articles. While patient data in healthcare settings are highly 
protected, health status inferred by online applications often is not. In the US, the popularity of commercial 
“MHealth” apps has already led to calls to amend The Health Insurance Portability and Accountability Act 
(HIPAA) to further protect user health data in such contexts (Fang 2019). It follows that commercial smart 
home devices used for healthcare purposes would face the same scrutiny. Moreover, insurance companies 
can use SHT data for personalized pricing and discounted rates for cooperative users, while those who forget 
to change their smoke alarm battery, delay home repairs, or watch excessive television could see higher 
premium rates (Maalsen and Sadowski 2019). Those who refuse to share SHT data may be excluded from 
receiving critical services, such as home insurance (Maalsen and Sadowski 2019). As further highlighted 
by Carver and Mackinnon (2020), SHTs or wearable data collection for insurance purposes can serve to 
further disadvantage low-income older adults with a propensity towards health issues. While implications 
for personalized insurance rates were not mentioned in our reviewed studies, it is another potential risk for 
users to consider. 
  
As noted, several participants were concerned about government or “Big Brother” watching (e.g., Furszyfer 
Del Rio, Sovacool, and Martiskainen 2021). However, Carver and Mackinnon (2020: 218) echo Zuboff 
(2015) in arguing that decentralized surveillance mechanisms and their potential to “modify social relations 
and politics” are more pressing issues than government surveillance alone. Others have made similar 
observations about the ways that “Big Brother” may no longer be an adequate metaphor in describing 
today’s surveillance environments (Lyon 2003; Monahan and Murakami Wood 2018). This is due to the 
merging of public and private data and the decentralized nature of data collection, sharing, and disclosure 
(see Deibert 2020). Notably, the potential for SHT data sharing with law enforcement was scarcely 
mentioned as a key concern in any of the user perception studies reviewed. However, journalists and 
academics have raised alarms about the recent partnerships between US law enforcement and commercial 
SHTs such as Amazon Ring doorbells (Guariglia and Maass 2021; Ng 2022). Such partnerships can lead to 
unwarranted access to private spaces by law enforcement (Murakami Wood and Steeves 2021). For these 
reasons, further research should examine the potential chilling effects that SHTs may have on users, as have 
already been explored in other online spaces (Büchi, Festic, and Latzer 2022). 
 
Strengths and Limitations 
To our knowledge, we are the first to evaluate SHT user perception under four categories: privacy, purpose, 
risks and benefits, and safety. Where previous review articles have tended to focus on rehabilitation or 
healthcare settings exclusively, we have also incorporated user perception of commercial SHT surveillance. 
To put various academic perspectives in conversation with each other, our review included references from 
interdisciplinary fields across social sciences, computer sciences, engineering, legal studies, and nursing. 
Due to the high number of articles reviewed in our study, we were unable to fully explore the nuance of 
perspectives based on demographic categories such as gender, age, income levels, or geographic locations 
and their respective regulatory regimes in depth. As our inclusion and exclusion criteria led us to reject 
studies that were focused on non-users alone, we may have missed important insights into why people do 
not adopt SHTs. Due to their ability to be worn outside the home, we excluded studies focused solely on 
wearables that may have enriched our findings. Only English publications were accepted, so relevant non-
English papers may have been excluded. Finally, adding Google Scholar and ACM Digital Library to our 
list of databases may have resulted in relevant studies that were otherwise missed. 
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Conclusion: Key Considerations  

Throughout our analysis of the sixty-eight selected studies, examples of uninformed users, trade-offs, and 
privacy cynicism emerged throughout. Each has been previously used to explain the gap between privacy 
preferences and actions in other areas (e.g., see Draper and Turow 2019; Hargittai and Marwick 2016; Lutz, 
Hoffmann, and Ranzini 2020). Uninformed users may be prevalent because SHT surveillance practices need 
higher levels of transparency (Pasquale 2015). In the case of voice assistants, privacy controls are often 
located on associated profiles and devices and not on the devices themselves, creating further difficulty for 
some users (Percy Campbell 2023). The following examples demonstrate the difficulty of making 
meaningful privacy decisions in the current SHT ecosystem. For example, Amazon had publicly denied that 
Alexa interactions were used for marketing purposes for years, a claim that has since been called into 
question by an audit conducted by computer scientists (Iqbal et al. 2022). In the case of third-party 
applications for Google and Amazon smart speakers, many are in violation of their host company’s data 
collection standards, and others have no privacy policy at all (Iqbal et al. 2022). In some cases, the onus of 
responsibility is placed on users to decide to either use a service and give up their data to be used in ways 
outside of their control or to forgo using SHTs altogether. However, consistent with surveys on consumer 
behavior with online and offline retailers (Turow, Hennessy, and Draper 2015), even informed SHT users 
tend to give up their data in exchange for services, or convenience, even if they feel companies are collecting 
excessive information (Tabassum, Kosinski, and Lipford 2019). 
  
Next, the trends toward perceived trade-offs and digital resignation may be directly related. Factors such as 
convenience are sometimes weighed against data protection, leading to resigned users (Abdolrahmani et al. 
2020). According to Turow, Hennessy, and Draper (2015) many users who appear to be engaged in trade-
offs may be digitally resigned, as the majority of US consumers are. Perhaps indicative of the current lack 
of sweeping consumer privacy protection in the US, the more people learn about the surveillance practices 
of the services and products they interact with, the more resigned they become (Turow, Hennessy, and 
Draper 2015). Outside of the US, SHT users may have access to higher data protection standards, such as 
the General Data Protection Regulation (GDPR) in the European Union (Pridmore and Mols 2020). At the 
same time, even under the GDPR, informed consent has proven difficult to obtain for some users, such as 
older adults (Zhu et al. 2021). 
  
Finally, as has been shown in the results of this review, privacy is often seen as desirable yet incompatible 
with other SHT features, such as those relating to home security or physical safety. This type of thinking is 
dangerous as it creates a false trade-off between privacy and security (Solove 2008, 2011). SHTs that aim 
to secure the physical home from outside intrusion should also secure user data from external access, or at 
least provide users with meaningful and easily accessible choices. Further, the fact that affordability is 
sometimes weighed against privacy is concerning. If presented with meaningful choices, SHTs that are 
affordable, convenient, security-enhancing, and privacy-preserving may be the preferred option for many. 
  
The purpose of our integrative literature review has been to explore SHT user perspectives on privacy, 
safety, the purpose of data collection, and risk. We noted examples of privacy cynicism as one potential 
reason for user discrepancy between preferences and action, in the sense that users often believe their data 
are already “out there” or out of their control and thus use SHTs despite concerns or risk awareness. We 
also see evidence of self-reported trade-offs—which may sometimes be outcomes of digital resignation 
(Draper and Turow 2019). However, meaningful trade-off decisions cannot be made when SHT users are 
not well informed about their devices’ surveillance capabilities or implications. This suggests that all three 
explanations (uninformed users, perceived trade-offs, and privacy cynicism)—or even a combination of the 
three—are valid in terms of understanding the gap between SHT user privacy attitudes and behavior or the 
lack of privacy concern among some users. Even as SHTs continue to rise in popularity and contribute to 
perceptions of safety, it is important to avoid conflating adoption rates with full user acceptance of their 
surveillance capabilities (Cannizzaro et al. 2020; Pridmore and Mols 2020). 
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User education programs alongside higher standards of transparency, accountability, and stronger data 
protection regulation would be welcome improvements (Vimalkumar et al. 2021). Incorporating users at all 
levels of the design process, particularly older adults and persons with disabilities, could encourage 
equitable access to SHT settings and non-discriminatory outcomes of data usage and sharing (see Costanza-
Chock 2020). Finally, stricter regulatory regimes could further limit the availability of user data for 
marketing, insurance, and non-consensual third-party access. Regulation underpinned by Taylor’s (2017) 
conception of data justice, for example, could increase transparency and accountability for SHT 
manufacturers and partners while respecting privacy as a human right and advancing user autonomy while 
limiting the potential for future AI-based discrimination. Whether the current trend in SHT adoption rates 
will continue is yet to be seen; however, stronger levels of user data protection alongside respect for user 
consent and autonomy are required to limit the potential for individual and societal harm. 

Appendix 1  
Table 1: Data extraction table, available at: 
https://borealisdata.ca/dataset.xhtml?persistentId=doi:10.5683/SP3/E4IT6O 
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