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Résumé 
Contexte : Bien que les cours de médecine soient fréquemment évalués au 
moyen d'enquêtes avec des échelles de Likert allant de « totalement d'accord » 
à « totalement en désaccord », les faibles taux de réponse en limitent l'utilité. 
Dans l'enseignement médical prédoctoral, une nouvelle méthode dans laquelle 
les étudiants prédisent ce que leurs pairs diraient, nécessite moins de 
répondants pour obtenir des résultats similaires. Cependant, cette méthode 
fondée sur la prédiction n'est pas validée pour la formation médicale continue 
(FMC), qui cible généralement un groupe plus hétérogène que les étudiants en 
médecine. 

Méthodes : Dans cette étude, 597 participants à un grand cours de FMC ont été 
choisis au hasard pour exprimer leur opinion personnelle sur une échelle de 
Likert en cinq points (méthode fondée sur l'opinion; n = 300) ou à prédire le 
pourcentage de leurs pairs choisissant chaque option de l'échelle de Likert 
(méthode fondée sur la prédiction; n = 297). Pour chaque question, nous avons 
calculé le nombre minimum de répondants nécessaire pour obtenir des résultats 
moyens stables à l'aide d'un algorithme itératif. Nous avons comparé les scores 
moyens et la distribution des scores entre les deux méthodes. 

Résultats : Le taux de réponse global était de 47 %. La méthode fondée sur la 
prédiction a nécessité moins de répondants que celle fondée sur l'opinion pour 
des réponses moyennes similaires. Les scores moyens des réponses étaient 
similaires dans les deux groupes pour la plupart des questions, mais les résultats 
fondés sur la prédiction ont donné lieu à moins de réponses extrêmes 
(totalement d'accord/totalement en désaccord). 

Conclusions : Nous avons validé la méthode fondée sur la prédiction dans 
l'évaluation de la FMC. Nous présentons également des considérations pratiques 
pour la mise en œuvre de cette méthode. 

Abstract 
Background: Although medical courses are frequently evaluated via 
surveys with Likert scales ranging from “strongly agree” to “strongly 
disagree,” low response rates limit their utility. In undergraduate 
medical education, a new method with students predicting what their 
peers would say, required fewer respondents to obtain similar results. 
However, this prediction-based method lacks validation for continuing 
medical education (CME), which typically targets a more 
heterogeneous group than medical students.  

Methods: In this study, 597 participants of a large CME course were 
randomly assigned to either express personal opinions on a five-point 
Likert scale (opinion-based method; n = 300) or to predict the 
percentage of their peers choosing each Likert scale option (prediction-
based method; n = 297). For each question, we calculated the minimum 
numbers of respondents needed for stable average results using an 
iterative algorithm. We compared mean scores and the distribution of 
scores between both methods.  

Results: The overall response rate was 47%. The prediction-based 
method required fewer respondents than the opinion-based method 
for similar average responses. Mean response scores were similar in 
both groups for most questions, but prediction-based outcomes 
resulted in fewer extreme responses (strongly agree/disagree).  

Conclusions: We validated the prediction-based method in evaluating 
CME. We also provide practical considerations for applying this 
method. 

https://doi.org/10.36834/cmej.77580
https://creativecommons.org/licenses/by-nc-nd/4.0
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Introduction 
Providing high quality education is one of the main 
responsibilities of medical schools. Surveys are important 
tools to monitor and improve the quality of education. 
Response rates of at least 70% have been considered 
necessary to ensure valid survey results and to minimize 
response bias, as lower response rates may not adequately 
represent the views of the larger population being 
surveyed.1-3 However, in general, response rates are low.4,5  

In Continuing Medical Education (CME) targeting 
physicians, response rates of surveys are often even lower, 
with some rates below 5%.2,6-9 Potential explanations for 
these low response rates include ‘evaluation fatigue,’ 
doubts about whether the outcomes will be used, the 
heavy clinical workload that may prevent respondents to 
create time and motivation to respond to surveys, lack of 
interest, limited benefits for those who will not attend the 
course again, and low perceived value of the 
evaluation.8,10,11 When response rates are low, providers of 
medical education may be hesitant to use evaluation 
results for optimizing their programmes since reliability 
decreases with lower response rates.8  

A promising evaluation method that may help to overcome 
the problem of low response rates and to improve the 
validity and utility evaluation outcomes is the prediction-
based method. This method is derived from the field of 
political science where respondents were asked to predict 
the outcomes of elections.12,13 In that field, the prediction-
based method was demonstrated to require much smaller 
sample sizes, while resulting in more accurate predictions 
than traditional opinion polls asking respondents’ personal 
opinions, and this was true even if the specific respondent 
sample was drawn from a region that clearly differed from 
the general political preference in terms of political 
affiliation.12,13 The rationale behind the prediction 
approach is that it reduces confounding influences or bias 
due to personal factors such as prejudices, emotions and 
personally irrelevant thoughts, and–thus–provides more 
valid outcomes.13 Hofstee emanated from Spearman and 
Brown’s axioms concerning True Score Theory when 
formulating this rationale: he reasoned that averaged 
predictions of outcomes would lead to better outcomes 
than averaged opinions. Inspired by this work, Cohen-
Schotanus et al. and Schönrock-Adema et al. applied the 
prediction-based method in course evaluations among 
undergraduate medical students.14,15 They discovered that 
also in undergraduate medical education, the prediction-

based method required fewer respondents to obtain 
similar results and was less susceptible to response bias 
compared with the opinion-based method which required 
students to express personal opinions on a Likert scale.14,15 

Recently, these findings were validated in two other 
studies among undergraduate year 1-3 medical and 
undergraduate accounting students.16,17  

The prediction-based method could be helpful to solve the 
problem of inaccurate and invalid evaluation results due to 
low response rates in CME. However, despite a clear 
theoretical rationale behind the prediction-based method 
and empirical evidence for this method within the 
undergraduate medical education context, it is by no 
means clear whether the prediction-based method is valid 
in the context of CME. Validation in CME is important 
because CME participants may have less sense of the 
prevailing opinion than their undergraduate counterparts 
do. Whereas undergraduate students may share multiple 
courses and educational experiences over a relatively long 
period, may spend more time together discussing their 
opinions – both on and off-campus – and, hence, may be 
well-acquainted with their peers and their peers’ opinions 
about educational aspects, CME participants often only 
attend a single course and often meet their peers only 
briefly during the course. Moreover, the CME population is 
often a heterogeneous group of participants, coming from 
different work contexts and varying in level of knowledge 
and years of professional experience, unlike the 
undergraduate medical student population, which is 
relatively homogeneous in terms of age group and 
education experience. For CME participants in large, 
heterogeneous groups, it may therefore be difficult to 
predict how their peers value the quality of the CME 
course.  

Therefore, the aim of this study was to validate the 
prediction-based method in the distinct setting of CME.  
We investigated if the prediction-based method yielded 
outcomes comparable to those obtained with the 
traditionally used, opinion-based method in the context of 
a large-scale CME course. By applying the bootstrap 
method to estimate statistical uncertainty, we aimed to 
advance the statistical methodology used for prediction-
based course evaluation.  
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Methods 
Respondents and procedure 
The participants in this study (n = 597) were enrolled 
attendants of the Boerhaave Continuing Medical Education 
course ‘Progress in Practice’ at the Leiden University 
Medical Center. This two-day course aims to update 
participants on scientific developments in sessions on 
important domains and patient problems in the general 
practice of primary care physicians, for example 
pharmacogenetics, telemonitoring in cardiology or point-
of-care testing in general practice. The course has a long 
tradition with renowned experts as teachers. Participants 
were invited to evaluate the course using evaluation forms 
that were distributed digitally on the last day of the course. 
We informed the course participants at the beginning of 
the course about the aim and design of the study, about 
the estimated time needed to complete the evaluation 
(approximately 10 minutes), and that participation was on 
a voluntary basis and anonymous. The work was carried 
out in accordance with the Declaration of Helsinki and the 
study was approved by the LUMC Educational Research 
Review Board, OEC/ERRB/20180817/1. 

Course evaluation form 
Educationalists developed the course evaluation form at 
the University of Leiden and the Course Committee and 
Educational Board reviewed and approved this form. The 
form consisted of 19 questions (Supplemental Table S1): 6 
multiple choice questions addressing respondent 
background, 10 questions–all positive statements–
evaluating specific course components on a five-point 
Likert-type scale ranging from “strongly disagree” to 
“strongly agree,” one question evaluating the method of 
evaluation, two open text questions asking to identify main 
‘take home messages’ and suggestions for improvement of 
the course. 

Study design 
We asked half of the participants to complete the 
evaluation according to the traditional opinion-based 
method and the other half to complete the evaluation 
according to the prediction-based method. We assigned 
the evaluation forms randomly to participants. Participants 
assigned to the opinion-based method completed the 
forms as usual by giving their opinions on a list of 
statements about specific course components.18,19 
Participants assigned to the prediction-based method 
estimated for each answer option of each question, which 
percentages of their peers would choose that answer 

options (see Figure 1 for an example). Per question, the 
percentages for all response options should add up to 
100%. 

Analysis and statistics  
We measured respondent characteristics categorically, 
described them as numbers (n) with percentages (%) and 
compared them using a Chi-square test. We excluded 
responses in the prediction-group from the analyses if they 
did not add up to 100%. To be able to compare the 
outcomes of the prediction-based and opinion-based 
methods, we converted the percentages of the 
respondents in the prediction-group into scores: for each 
respondent, we calculated the weighted mean response 
per question by multiplying each Likert scale option (1 to 5) 
by the weights (percentages) assigned by the respondents 
to each of the respective response options and summing 
these values. For the opinion-based method, the weight of 
their chosen response was one, and the weights of the 
other Likert scale options were zero, so that their score was 
equal to the chosen Likert scale option. Next, using a 
student’s t-test and MANOVA, we investigated for each 
question whether the mean scores differed between the 
two methods. Although it is an assumption that successive 
response categories on a Likert scale are equidistant, using 
these parametric methods to analyse Likert scale data have 
been shown to be tenable as parametric statistics have 
consistently been shown to be robust to violations of 
assumptions underlying the use of parametric tests.20 As 
the sample sizes in our two groups are sufficiently large, we 
thus used parametric tests even though our data may not 
be normally distributed.21 Since the percentages of the high 
and low Likert scores–combinations of scores in the highest 
and lowest response categories respectively–are also 
frequently used in daily practice to determine the success 
of a course, we also compared both methods on these 
aggregated scores. Consequently, we calculated the mean 
percentages of high and low scores between the two 
groups, with high scores defined as a score of 4 or 5 and 
low scores as a score of 1 or 2. We compared the 
percentages using a Chi-square test. 

For each evaluation method, we determined how many 
respondents were at least required for reliable outcomes, 
based on a previously published iterative algorithm.14, 15 
This method entailed that we iteratively compared the 
average outcomes of subsamples in terms of percentages 
per response option to those of the entire sample by taking 
a random subsample, existing of one single respondent, for 
each item and adding one respondent at a time to the 
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subsample in each next iteration, until all respondents 
were included in the sample. For each subsample, we 
calculated per question the average percentages per 
response option. We compared these percentages with 
those of the entire sample: per subsample per question, we 
summed the (absolute) differences between the 
subsample’s and entire sample’s percentages for each of 
the five response options. The point in the iterative process 
where the differences between subsample and total 
sample were smaller than 5% and did not exceed 5% 
anymore represented the minimum number of 
respondents needed for stable outcomes (for more details 
see Cohen-Schotanus et al.14 and Schönrock-Adema et 
al.15). To strengthen the validity of our outcomes, we 
estimated the statistical uncertainty around the minimum 
respondent numbers by using bootstrap analyses with 
1000 repetitions for each of the 10 questions in each of the 
two evaluation methods. Using random sampling with 
replacement, we drew a random sample of the original 
sample size. Next, we ordered this sample randomly, and 
computed the minimum required number of respondents 
in this bootstrap sample according to the above-described 
iterative process. The code is added to the supplemental 
data. We present means over bootstrap samples per 
question per condition. Using the percentile method, 95%-
confidence intervals were constructed for the differences 
between conditions in minimum required numbers of 
respondents in the 1000 bootstrap samples for each 
question and model. P-values were computed according to 
the method by Altman and Bland.22 Briefly, we inferred the 
standard error from the confidence interval, then 
computed the Z-statistic and calculated the p-value 
according to the formula p = exp(-0.77*Z – 0.416*Z2). We 
used the SPSS statistical software package (version 20.0; 
IBM Corp) and R version 3.2.2 (2015-08-14) -- "Fire Safety" 
Copyright (C) 2015 The R Foundation for Statistical 
Computing. Differences with p < 0.05 were considered to 
be statistically significant. 

Results 
Participant characteristics 
The vast majority of the attendants of the course (575 out 
of 597, i.e., >96%) were general practitioners; the others 
were elderly Care Physicians, Intellectual Disability 
Physicians, Physician Assistants and Specialized nurses. The 
overall response rate was 282/597 (47%). The response 
rates in the prediction and the opinion-based methods 
differed significantly with 122/297 (41%) and 160/300 
(53%), respectively (p < 0.01). Respondent characteristics 

showed significant differences between the years of 
experience, times participated, age categories, and gender 
between respondents in the opinion-based and prediction-
based methods (Table 1). In the prediction-based method, 
on average 12% (between 9% and 16% across questions) of 
the responses were excluded from analyses as their 
responses did not add up to 100%. 

Mean responses  
Overall, mean response scores were similar in both groups 
for most questions (Figure 2). The mean responses of 
questions 1, 2, 3 and 9 were significantly lower in the 
prediction-based group compared to the opinion-based 
group using a Student’s t-test and only questions 2 and 9 
remained significantly lower when using the MANOVA 
approach (Supplemental table S2). The distribution of low 
scores (i.e., strongly disagree (score 1) and disagree (score 
2) aggregated) did not differ significantly between the 
opinion-based and the prediction-based groups (Table 2). 
However, the distribution of high scores (i.e., agree (score 
4) and strongly agree (score 5) aggregated) was different 
between both groups for questions 1, 2, 3 and 9. For these 
questions, the mean percentages of high scores were lower 
in the prediction-based method. Respondents in the 
opinion group were more likely to agree or strongly agree 
with the statement that they liked their method of 
evaluation compared to the respondents in the prediction 
group (Likert means 3.89 ± 0.92 and 2.80 ± 1.09, 
respectively; p < 0.001). 

Minimum numbers of required respondents  
Overall, the prediction condition required considerably 
fewer respondents for reliable outcomes than the opinion 
condition. That is, on average 33±1 respondents were 
required to come to a sufficiently close approximation of 
the overall response distribution in the prediction 
condition, versus an average of 89±7 respondents in the 
opinion-condition. In the prediction condition, this 
corresponds to about a third of the actual respondents, 
versus more than half of the respondents in the opinion 
condition. For most of the questions, with respect to the 
numbers of respondents needed for reliable outcomes, the 
differences between conditions were statistically 
significant (Table 3).  

Discussion  
As expected, based on previous research in undergraduate 
medical education,14-17 we found that the prediction-based 
method required fewer respondents for comparable 
outcomes in a different educational setting, namely CME 
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targeting a cohort of predominantly primary-care 
physicians. Moreover, we also found that the mean scores 
in both conditions were similar for most questions and that 
the answering patterns of respondents in both methods 
were similar: the questions that received the highest and 
lowest scores respectively in the opinion-based method 
also received the highest and lowest scores in the 
prediction-based method. Thus, our findings provide 
additional empirical evidence for the use of the prediction-
based method to obtain valid evaluation outcomes in CME 
and for Hofstee’s line of reasoning that averaged 
predictions of outcomes lead to better outcomes than 
averaged opinions.12,13  

This study adds to previous research on prediction-based 
course evaluation, by demonstrating its validity and 
applicability in CME, a context that might complicate the 
prediction of course evaluation outcomes: CME 
participants generally come from different work contexts 
and have different levels of knowledge and professional 
experience, which may influence what they hope, wish, 
and expect to get out of the course and how they value the 
course. Besides, CME participants are not as acquainted 
with their peers and, therefore, may have less sense of the 
‘communis opinio’ than undergraduate students do. 
Despite these characteristics of the CME context, which 
may complicate rendering adequate predictions, our 
outcomes support the prediction-based method as an 
accurate and efficient approach for CME course evaluation. 

We discovered several practical issues that should be 
considered before implementing the prediction-based 
method. First, prediction-based outcomes tend to gravitate 
towards the midpoint of the scale in comparison with the 
opinion-based outcomes. This finding is in line with 
previous research.14,15 The majority of respondents 
estimated that at least a few of their peers would not share 
the same opinion, spreading the estimated weights across 
multiple response options, reducing the numbers of 
extreme scores (i.e. 1, strongly disagree or 5, strongly 
agree). They did so even if they estimated that most of their 
peers would strongly agree or strongly disagree. For 
example, the mean score of question 2 was significantly 
lower in the prediction-based method, compared with the 
mean score obtained via the opinion-based method. In the 
opinion-based group, 98% of respondents gave a Likert 
score of 4 or 5, resulting in a relatively high mean score of 
4.5, indicating that the course was generally well-received. 
In contrast, in the prediction-based method peers 
estimated that a significantly lower proportion (80%) of the 

participants would give a Likert score of 4 or 5, resulting in 
a significantly lower mean score of 4.1. Despite this 
difference, in both methods, question 2 received the 
highest rating. Moreover, the score pattern for all 
questions was similar in both methods: the same aspects 
were identified as features of the course that should be 
retained (higher rated) or that deserved attention (lower 
rated), even though the scores obtained through the 
opinion-based method were more extreme. This outcome 
suggests that applying the prediction-based method may 
yield valid outcomes but requires a recalibration of how the 
mean scores should be interpreted. For instance, it could 
be possible that a lower prediction-based mean (such as 
4.1) should be interpreted in the same way (excellent 
score) as a higher opinion-based mean (such as 4.5), even 
though the absolute numerical value is lower. Future 
research might delve deeper into this recalibration process 
by employing mixed-method approaches, integrating 
qualitative insights from participants. Additionally, 
employing statistical methods such as equivalence testing 
could provide a quantitative basis for recalibration, 
rigorously assessing the equivalence between prediction-
based and opinion-based mean scores and, for instance, 
examining whether there is more regression to the mean. 
Moreover, exploring the perceptions and decision-making 
processes of stakeholders involved in interpreting these 
scores could enrich our understanding of the nuances 
involved.Providing participants with the opportunity to 
provide more explicit feedback, for example by including 
open questions, may add to the interpretation of the 
outcomes and the utility of the questionnaire. 

Another practical consideration is that the prediction-
based method has considerable room for improvement in 
terms of increasing user-friendliness. Participants 
appreciated the opinion-based method more than the 
prediction-based method and various responses had to be 
excluded for analysis as they did not add up to 100%. This 
miscalculation problem was also encountered in previous 
studies.14,15 Possibly, the appeal made on respondents with 
regard to estimating the distribution of their peers’ 
perceptions using a new method, as well as calculating 
correctly, caused too much cognitive load.14,15 The larger 
amounts of time and concentration required to answer the 
more complicated prediction-based format are important 
challenges that need to be overcome. To improve the user-
friendliness of the prediction-method, we suggest using a 
digital system with automatic calculation to facilitate the 
prediction task. Such a system could facilitate the 
prediction task by showing with each question the 
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remaining percentage out of 100% and prevent 
miscalculations. In addition, the prediction task may be 
easier to use over time as respondents familiarize 
themselves with the method and the aspects on which they 
are invited to evaluate their peers’ opinions.  

It is unknown which of the two methods yields scores that 
represent the truth best and which outcomes may best 
serve as the ‘gold standard’: the prediction-based method 
or averaged opinion-based method. Following Hofstee’s 
line of arguing based on Spearman and Brown’s axioms 
that averaged predictions yield better outcomes than 
averaged opinions,12,13 the prediction-based outcomes 
would represent the truth better than the average of 
personal opinions. The question is whether the prediction 
assignment succeeds in making students give opinions on 
behalf of their peers rather than base their predictions on 
their own experiences. If so, one would expect that 
respondents, for instance, use the way their peers tend to 
talk about the course as a frame of reference for their 
predictions. However, it may also be that respondents use 
their own course perceptions as a basis for their prediction 
and simply spread their estimates around these 
perceptions or predict scores by reflecting their own 
opinions on different moments during the course. Future 
studies should determine which method represents the 
truth best. In-depth qualitative research is needed to 
unravel the strategies, mechanisms, values, and beliefs 
behind the prediction process by which participants make 
their predictions and the frames of reference they use.  

Based on the outcomes with the current sample, we 
estimate that around 30–35 respondents are needed for 
valid predictions of the 100+ participant course 
participants’ general opinions. This sample size is similar to 
the number described in the setting of undergraduate 
medical education.14,15 It is unknown whether this 
estimation also holds for larger or smaller samples. In the 
original election studies of Hofstee and Schaapman, only a 
fraction of the entire population was needed for reliable 
outcomes, indicating that there may be a lowerbound with 
respect to the minimum numbers of respondents needed. 
Interestingly, 30-35 respondents is similar to the number 
that Central Limit Theorem suggests.23 Future research is 
needed to determine whether the minimum numbers of 
respondents needed is rather stable with differing sample 
sizes, to which extent these numbers depend on sample 
size and whether various methods all require 
approximately 30 respondents.  

A limitation of our study was that the response rates were 
lower in the prediction group, which could be attributed to 
the novelty of the method and the difficulty of the 
prediction task. In addition, despite random allocation, the 
respondent characteristics were different between both 
groups. One might therefore question whether the 
inferences from the traditional group are comparable with 
those of the prediction group, as the participants, 
consequently, may have had differing opinions on the 
items. Although we cannot exclude that the lower response 
rates and different respondent characteristics may have 
resulted in biased outcomes, there are several indications 
that sustain the validity and use of the prediction 
outcomes. First, both methods resulted in similar 
outcomes and even with clearly smaller response rates, the 
prediction-based method identified the same course 
aspects as most and least positive as the opinion-based 
method, despite differences between the participant 
samples in both conditions. What strengthens the validity 
of our outcomes additionally, is that the mechanism of 
action behind the prediction-based approach–that 
prediction reduces bias due to personal factors such as 
prejudices, emotions, and personally irrelevant thoughts–
not only evident in the original election context but also in 
undergraduate education,12-15 was also found in our 
postgraduate education context despite its distinct 
characteristics including a heterogeneous participant 
group, limited peer interaction, and a lack of ‘communis 
opinion.’ Taken together, these data suggest that including 
respondents from subsamples with different 
characteristics when applying the prediction-based 
approach will not lead to biased outcomes, and that the 
prediction-based evaluation can be organized by randomly 
selecting respondents from the population.15 Moreover, 
we conclude that the prediction method is also a useful 
approach to obtain valid evaluation outcomes in the CME 
context. Important strengths of this study were that groups 
were randomized, and that the prediction-based method 
was studied in a novel educational setting, namely a 
heterogeneous group of physicians participating in CME. 
Another strength is that we used more advanced statistical 
methodology than previous studies, which strengthens the 
scientific support that we found for the use of the 
prediction-based method for evaluation of medical 
courses, and CME in particular.  
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Conclusion 
We found further evidence for the validity of the 
prediction-based evaluation method in the context of CME, 
an educational setting that might complicate the prediction 
of evaluation outcomes as it involved physicians from 
across the country differing in age, working contexts and 
levels of experience. Furthermore, by using more advanced 
statistical methodology than previous studies on this issue 
did, we strengthened the empirical evidence for the use of 
the prediction-based method for evaluation purposes in 
medical education. Our study demonstrates that also in a 
heterogeneous setting like CME, the prediction-based 
method required fewer respondents for comparable 
outcomes regarding the strengths of the course and the 
aspects that might need improvement. The application of 
the prediction-based method showed room for 
improvement in terms of user-friendliness and requires a 
recalibration regarding the interpretation of the numerical 
score, due to a tendency towards the midpoint of the scale, 
possibly reflecting the spread of estimations over multiple 
response options due to uncertainty on the opinion of the 
entire group. 
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