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Abstract 
While research has been done to identify the potential implications of biometric technology on marginalized populations’ privacy 
and autonomy, this paper contributes to existing research by examining these technologies in healthcare settings. Drawing from 
insights across surveillance studies, rhetoric of health and medicine, and technical communication, we identify how one leading 
healthcare institution in New York City has employed rhetorics of efficiency, effectiveness, safety, and security regarding its 
biometric technology system. This employment of biometric technologies often contributes to patients’ marginalization and 
dismissal. As we explore, interrogating the language used by the healthcare institution to describe biometrics opens opportunities 
for us—surveillance studies scholars, patients, allies, students, and more—to ensure that innovations within the healthcare system 
promote equity, agency, and improved outcomes for all.  

 
Introduction 

Grounded in surveillance studies, technical communication, and rhetoric of health and medicine, this study 
challenges how biometric technologies normalize surveillance practices, further suggesting impacts to 
privacy and “opt out” procedures. We focus specifically on unpacking language used by Northwell Health, 
a healthcare system that we use for our case example, to discuss the ways biometric technologies and patient 
consent is communicated in the context of Northwell’s iris scanning and facial recognition rollout program. 
Language is one way surveillance scholars may intervene in communication practices, which is why we 
focus on not just the ways a major healthcare network uses surveillance technology but also the ways it 
employs and discusses such technology. We also further Novotny and Hutchinson Campos’ (2019b: 650) 
claim that design of technologies, such as biometrics, can be adapted based on “consultation with privacy 
and surveillance scholars, and by redesigning Terms of Service/Use with options for users to decide what 
and how their personal, private health data is collected, stored, and used by the technology companies and 
their third parties.”  

We explore potential ways for how surveillance studies scholars may create systems of accountability to 
mitigate harm and challenge dominant power structures, particularly for those susceptible to silencing in 
institutional contexts. We refer to systems of accountability as the ways in which surveillance studies 
scholars may build coalitions between stakeholders in the medical system, analyze sites of surveillance, 
make apparent and transparent how the public are impacted, how they can advocate for themselves 
individually and collectively, and future steps for redressing inequity and harm. The following are our 
research questions:  
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• How are biometric technologies within health and medicine communicated to patients and wielded 
as a form of disciplinary control?  

• What is the impact of surveillance technologies such as biometric technologies on patient ways of 
knowing?  

• How do discourses surrounding biometric technologies in healthcare impact patient agency and 
autonomy? 

Banville (2023) defines biometric technologies as any identifier of the body that is collected and used for 
personal identification (and authentication). The goal of collecting personal identifiers of the body is to 
prove or legitimize the self. As Banville (2023) notes, collection is often, if not always, used to prove you 
are who you say you are against the state system (or contracted third-party’s repository) of personal 
identification. The bodies and minds behind the creation of the systems and technologies for biometric 
identification claim that, by “digitizing visual representations of the body, the body itself will be laid bare 
and tied directly into information networks” (Gates 2011: 14). Digitization of the body occurs within the 
Northwell Health system; as such, biometric identification has often been “normalized” within the United 
States. Justification from governing bodies of such identification practices have been for security, and are 
often regarded as necessary for privacy. To address the justifications, Lyon (2007: 25) mentions that, despite 
the ubiquity of surveillance technologies, it is important to study specific “sites of surveillance” to 
understand their nuances. The site of surveillance that this study focuses on is a hospital, though this is one 
of many sites within the assemblage of the larger medical-industrial complex. It is important to note that, 
throughout the manuscript, we refer to both “healthcare sites” and “healthcare systems or networks.” 
Though these are related, we want to call attention to their differences: in this case, a healthcare site is a 
specific area of medical care, such as one hospital or clinic. A healthcare network, however, is a collection 
of sites that share a governing body (and thus, may also share policies and procedures). Because Northwell 
Health constitutes over two dozen hospitals and more than seven-hundred outpatient facilities and 
discussions of its biometric rollout apply to multiple locations, we refer to the Northwell healthcare network 
to emphasize how far-reaching the impact and implications may be for patients, providers, and other 
Northwell Health users and stakeholders.  

Promoted under the guise of increased safety, improved identification protocols, and efficiency, biometric 
technologies have long been used by law enforcement and military personnel to identify “suspicious” 
individuals—often across racial and ethnic lines (Banville 2023). In healthcare networks, this may look like 
using biomarkers to locate patient records and share them with stakeholders across the medical-industrial 
complex, such as pharmaceutical companies, insurers, providers, and government entities, often without 
patient knowledge and explicit consent. Beyond shoring up beliefs about what kinds of knowledge are 
“valuable” (and profitable) to share in the name of improved patient care, biometric technologies continue 
to further harm those who are disabled, Black, Indigenous, people of color, LGBTQIA+, and other 
historically excluded groups.  

In this study, we analyze a case example situated within the Northwell Health system as a site of 
surveillance. This specific site is a rich case example to guide our study in promoting advocacy and 
accountability work by better equipping technical communicators to consider how knowledge is (and could 
be) created, circulated, legitimized, and controlled, both within healthcare contexts and beyond. To further 
our understanding of the case example, we combined elements of rhetorical analysis and apparent feminism 
to determine how biometric technologies are being discussed in the healthcare context. For example, does 
the healthcare system discuss autonomy of patients, consent, privacy, and so forth? How do our findings 
allow for opportunities to discuss places to build collaborations between stakeholders across the medical 
system, careful to consider ways that do not further marginalize or undermine patient knowledge and 
experience? What can we learn about how these technologies are positioned, and what do we gain by 
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examining them? To begin to answer these questions, we first ground surveillance studies within technical 
communication, introduce how we take up biometrics within a biomedical framework, and discuss the 
methodologies that have guided our analysis.  

We focus on biometric technologies specifically because of their increasing implementation into the 
everyday lives of people; this is a problem due to society’s shift in implementing technologies that assist in 
security, efficiency, and convenience. Furthermore, given the likelihood that we will all interact with health 
and medicine at some point in our lives, considering the impact that biometric technologies can have within 
these settings is of deep personal, community, and professional interest. Governing bodies, such as medical 
institutions and their sponsors, often position biometric technologies as safe and secure; however, there is 
little to no discussion regarding the potential consequences of biometric data collection. Further, people, 
especially patients, are often expected to comply with self-surveilling their own bodily identifiers. “Good 
patients” are those who “comply” and therefore are also the ones who must engage in self or lateral 
surveilling to remain in “compliance.” In addition to employing biometric technologies, the news outlets 
and organizations tend to discuss biometrics as helpful through showcasing how the tech centralizes care 
through the reduction of miscommunication; that is, biometrics are positioned as convenient for patient 
matching and authentication. Even so, biometric technologies and their collection of personal identifiers 
should be critically analyzed.  

Situated at the Intersection of Technical Communication and Surveillance Studies 

As we reveal about Northwell Health in the subsequent analysis, bodies are most easily controllable when 
quantifiable, and patients often must sacrifice privacy in the name of health; this collection and profiting off 
biometric data further exploits patients, especially the communities most vulnerable to abuse, silencing, and 
dismissal in medical contexts. Because timing is so important to emergency departments in hospitals, 
biometric technologies are used as a tool to help healthcare professionals keep patients secure while also 
completing a task with the maximum efficiency: in other words, efficiency is usually determined by the 
shortest possible amount of time to attend to a patient. Hartzband and Groopman (2016: 107) state, 
“physicians’ sense that the clock is always ticking, and patients are feeling the effect.” In shortened periods 
of time, doctors lack the ability to make decisions that listen to patients’ preferences.  

We view surveillance studies scholars as technical communicators: those who negotiate and communicate 
specialized information (Banville 2023). As surveillance studies and technical communication scholars have 
argued and established, technologies are not neutral nor objective, nor always accurate (Broussard 2023; 
Benjamin 2019; Noble 2018). As our primary concern, one such technology that is not neutral are biometric 
technologies, which include health-related applications and tools (see Tham 2016, 2017; Novotny and 
Hutchinson Campos 2019a). We as surveillance studies scholars are well-positioned to communicate 
specialized knowledge and explore how knowledge is communicated: how do we use our knowledge and 
skills to address information imbalances?  

One example of the way surveillance studies scholars have addressed information imbalance is through the 
Algorithmic Justice League (AJL), a digital advocacy group that raises awareness about the social 
implications of artificial intelligence (AI). The AJL brings together art, stories, and research from a variety 
of stakeholders to mitigate AI bias and harm. This coalition is one of many examples of work surveillance 
scholars are extending outside of academia to engage in more public-facing scholarship. The AJL is an 
example of how surveillance studies scholars can commit to scholarship and activism both with and for 
vulnerable communities. To better understand the impact of biometric technology usage in healthcare 
systems, we believe it is helpful to use more familiar examples, most notably from the AJL.  

Though resolved at the time of revisiting this example, the United States Internal Revenue Service (IRS) 
had partnered with ID.me for tax-related identification. ID.me is well-known for its origination in 



Banville and Kalodner-Martin: Quantifiable Bodies 

Surveillance & Society 22 (3)  328 

ecommerce to validate teachers and workers for corporate discounts. Joy Buolamwini (2022), founder of 
the AJL, writes that ID.me (formerly known as TroopSwap) claims to provide “secure identity proofing, 
authentication, and group affiliation verification for government and businesses across sectors.” This 
example is one of many where governmental agencies utilize third parties to collect personal information 
about its citizens (and those who are not). In fact, ID.me alone serves “27 states, multiple federal agencies, 
and over 500 name brand retailers” (Buolamwini 2022). One of the deep-rooted problems with a biometric 
system such as ID.me, is how it fails to adequately address its known harms or deeply engage with specific 
findings that indicate substantial racial bias (Buolamwini 2022). Technologies and algorithmic bias have 
not just been critiqued within higher education as perpetrating substantial racial bias (Broussard 2023; Noble 
2018), but this claim has also been documented in a 2019 US Department of Commerce report (Grother, 
Ngan, and Hanaoka 2019). According to the US Department of Commerce’s National Institute for Standards 
and Technology, researchers observed, “higher rates of false positives for Asian and African American faces 
relative to images of Caucasians. The differentials often ranged from a factor of 10 to 100 times, depending 
on the individual algorithm. False positives might present a security concern to the system owner, as they 
may allow access to impostors” (Grother, Ngan, and Hanaoka 2019). 

We give this example of a federal entity, the IRS, partnering with ID.me for intended “ease of access” in 
submitting taxes because of the transferability to other vulnerable systems, such as healthcare. Along with 
the documented claims that false positives with one-to-one facial recognition are common amongst Asian 
and African American faces, the privacy and security risks are high and should be addressed. While ID.me 
certainly poses a larger issue for people of color, like many other aspects of biometric identification, other 
oppressed groups will be affected as well. The process to sign-up for ID.me also poses a problem for 
transgender and gender-nonconforming people because it requires users to match an image from a 
government issued ID to a selfie. Not everyone has access to a driver’s license or passport with photos that 
reflect their current gender presentation (Buolamwini 2022). Nor does everyone have a birth certificate that 
reflects their accurate personal identifiers (Moore and Currah 2015). Furthermore, in popular media, there 
have been cited instances where insurance companies such as UnitedHealthcare have used AI models to 
deny care, despite a high error rate. This example addresses the complexities within the healthcare network, 
since UnitedHealthcare is the largest health insurer in the United States (Mole 2023). Artificial intelligences, 
as demonstrated with the false positives in facial recognition technologies, are not perfect. As Mole (2023) 
writes, the lawsuit filed against UnitedHealthcare is based on the algorithm’s inaccuracies: over 90 percent 
of the denials are reversed, since UnitedHealthcare is using the AI algorithm to “override doctors’ judgments 
and wrongfully deny critical health coverage to elderly patients.” Mole (2023) reports that this denial has 
resulted in “patients being kicked out of rehabilitation programs and care facilities far too early, forcing 
them to drain their life savings to obtain needed care that should be covered under their government-funded 
Medicare Advantage Plan.” The UnitedHealthcare example is one of many that are part of healthcare 
networks’ increasing use of technologies that further harm vulnerable populations. We believe these 
examples help to provide some context for the concerns that surround biometric technologies, and how 
surveillance studies scholars may continue to intervene and contribute to decision-making protocols, 
especially in particularly vulnerable sites such as healthcare system(s).  

The aforementioned examples may be labeled as cruel optimism (Berlant 2011). Cruel optimism entails the 
hope that our efforts to fit into neoliberal society will bring us the “love, intimacy, success, security” and so 
forth that people crave even when they are extremely unlikely to do so (Ruti 2017: 16). Neoliberal capitalism 
uses biopolitical control disguised as potentially “positive” deliverables such as safety and security. Queer 
theorists such as Ruti (2017) question and critique the ideals of success articulated by scholars such as Jack 
Halberstam: for example, Ruti (2017: 16) critiques the idea that neoliberal capitalism promotes a route to 
happiness, when arguably, it is those ideals that “blind us to structural inequalities such as poverty, racism, 
sexism, and homophobia which make it impossible for some people to succeed no matter how hard they 
try.” This is important to know because of the ways in which structural inequalities have been normalized 
and deeply rooted within the surveillance systems and biometric technologies in our society. Opting out 
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then, in this capacity, is the ability to defeat the cruel optimism that “exists when something you desire is 
actually an obstacle to your flourishing” (Berlant 2011: 1). So, as Banville (2023) argues, instead of 
continuing our desires and fantasies as established by the dominant norm, we must “opt out” of such; this 
may lead to our “seeing” the norms that we have been persuaded to conform to and defy such structures. 
There is an illusion of choice associated with opting out, which has been normalized and is deeply rooted 
in surveillance systems, and yet individuals are told and therefore perceive that they have choice to opt out 
(Banville 2023: 67). In our Northwell Health example, cruel optimism appears when patients who belong 
to marginalized populations become increasingly alienated from their very own wellbeing—whether it be 
due to algorithmic bias or issues of human bias that intervene with the datasets—due precisely to their 
commitment to it.  

Health and Biomedicine 

As we have suggested, one such space that we might intervene and resist is in healthcare networks—these 
systems include hospitals, practitioner offices, pharmaceutical companies, and insurance providers—all of 
which impact and are implicated in patient care. Biometric technologies are still quite “new” in these spaces 
and systems, and it is therefore important to ground our analysis of their use and effects by drawing 
connections between biometrics and biomedicine. As we have discussed, the United States has a 
preoccupation with quantifying, measuring, and controlling physical bodies. In the medical-industrial 
complex, this preoccupation marginalizes and undermines patient knowledge, minimizes agency, and 
infringes upon their privacy. Biometric technology expands and enables this, and as more institutions turn 
towards collecting and using biometric data, it is increasingly important for surveillance studies scholars to 
identify underlying ideological motives.  

Biomedicine is the study and practice of applying biological and physiological principles to health and 
medical care settings (Foucault 1975) with the goal of “correct[ing] disease and restor[ing] normal 
functioning” (Fuller 2017: E640). Biomedicine stresses standardized, evidence-based interventions 
validated through biological research, with treatment administered via licensed practitioners, such as 
doctors, nurses, technicians, and other specialists, and has been the dominant system across the United States 
and in much of the Western world for over a century. Furthermore, in its most general sense, because 
biomedicine determines which conditions and what types of interventions are “approved” through 
institutionally determined protocols and procedures, biomedicine exhibits enormous rhetorical sway across 
the whole medical-industrial complex. As such, understanding how biomedicine operates is imperative to 
understanding how other facets of our healthcare system—such as the deployment of biometric 
technology—may be used, when, and most importantly, why. 

Krieger (2011: 130) summarized biomedicine’s core theoretical commitments in three keyways: that health 
phenomena must be understood in terms of physical and biochemical entities and processes; that 
experimental techniques are the preferred means of acquiring and assessing health-related knowledge; and 
that human bodies are best understood as composed of a collection of subsidiary parts and processes. These 
values shape every aspect of the medical-industrial complex, from institutional policies to how medications 
are approved, authorized, dispensed, and controlled. This is evidence of, as Derkatch (2016) puts it, how 
biomedicine operates as a bounded system that perpetuates itself as the sole arbiter of authority, credibility, 
and legitimacy. Our concern here is in untangling these implications to both highlight how biometrics may 
work in service to biomedical ideology and showcase how they may contribute to healthcare disparities for 
multiply marginalized patients (Dubriwny 2012; Hernández and Dean 2020; Parrot and Condit 1996). 

Though biomedicine is well-established, the use of biometrics in healthcare settings is increasing in its 
popularity and traction. As such, research is needed to untangle how biomedicine and biometrics work 
together to restrict patient autonomy, agency, and privacy under the guise of improved healthcare processes 
and outcomes for providers and patients alike. To begin this work, we look at the example of Northwell 



Banville and Kalodner-Martin: Quantifiable Bodies 

Surveillance & Society 22 (3)  330 

Health (also referred to as “Northwell”), a New York-based healthcare network that began using biometric 
technologies for patient identification, record matching, care coordination, and more. While these measures 
sound like positive interventions (and can be), we draw from research at the intersections of surveillance 
studies and technical communication to dig deeper into the unstated (or invisible) consequences, limitations, 
and considerations for these technologies in medical settings. This creates opportunities for how—and 
why—surveillance studies scholars might further intervene in biometric usage across the medical-industrial 
complex.  

Methods: Case Example 

To better understand how discourses about biometric technology circulate in medical settings, we 
specifically chose a case example from Northwell Health to create thematic analyses. Because the 
communication practices that surround a particular technology’s deployment often precede its actual 
implementation, we argue that this case example can bridge to a larger textual corpus, such as patient consent 
forms, that would benefit from a rhetorical analysis. Though this is a worthy future project for surveillance 
studies scholars, we begin this work by examining a specific form of biometrics at one healthcare network 
to gain and reveal an understanding of how biometric technology is currently positioned and by whom.  

Northwell Health, based in New Hyde Park, New York, US, is a healthcare network made up of twenty-
three hospitals and over seven-hundred physician offices and urgent-care centers. Northwell is New York 
State’s largest healthcare provider and private employer and primarily serves New York City, Long Island, 
and Westchester. According to their 2020 financial report, their net income was $775.5 million that year, 
up from $672.3 million in 2019 (Northwell Health 2020). That same year, Northwell began rolling out a 
biometric system using iris scanning and facial recognition technology from RightPatient Inc. Northwell is 
one of the first major healthcare networks to implement biometric technology on such a wide scale, and thus 
offers a unique opportunity to examine how its benefits, limitations, and risks are posed to stakeholders 
across the medical system. 

To examine this, we collected eight articles from online publications that discuss Northwell Health’s 
biometric technology plan. These articles were written for a wide range of readers, including patient 
audiences, healthcare venture capitalists, and practitioners. As such, our analysis examined how the value 
and implications of these technologies in healthcare settings were explained to diverse readers. Because of 
the particularly vulnerable position that patients are in due to imbalances of authority and power, our 
methodology, detailed below, focuses specifically on biometric discourse and patient populations. 

We approached analyzing the texts utilizing intercoder reliability. That is, after one person read through 
each Northwell Health article and completed a round of initial coding, the second person conducted a 
separate analysis. This inductive coding round helped establish a basic understanding and shared language 
for talking and writing about our data’s surface-level meaning (Charmaz, Thornberg, and Keane 2017: 424). 
From there, we completed a second round of abductive coding, which blends inductive and deductive 
approaches and allows for the development of new theories about the data based on existing concepts and 
questions (Vila-Henninger et al. 2022). For example, we both identified the “accuracy” of biometric 
technologies as an inductive theme in our corpus, and revisiting the texts with this knowledge provided an 
opportunity to group other related codes together in conversational categories for further analysis. 

Methodology: Apparent Feminism and Rhetorical Analysis 

We draw from a joint methodology in this project: rhetorical analysis and apparent feminism. Rhetorical 
analysis is a “qualitative research method that is designed for the systematic investigation and explanation 
of symbolic acts and artifacts for the purpose of understanding rhetorical processes” (Foss 2018: 6), such as 
the production and circulation of health-related content online. However, rhetorical analysis also helps to 
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identify “rhetorical acts as they relate to identity categories or historical moments but also engages how 
complex networks of relationships affect rhetorical meaning” (Dingo 2012: 14). The complex network of 
relationships, and the structures of power that are both explicit and implicit within them, are central to our 
understanding of how biometric technologies exert control over patient choice. Furthermore, because 
Northwell Health is a network of multiple institutions across New York state, rhetorical analysis also 
provides insights into how to contextualize the larger scale impact of discriminatory technology design and 
implementation.  

As Frost (2018) reveals in an analysis of reproductive health policies, terms like efficiency may appear to 
be impartial, which thus rejects the need for feminist analyses of such documents while masking the material 
and embodied consequences they have for women’s health. Central to our analysis, however, is that apparent 
feminism is not only about identifying the way these “objective” terms may, even if unintentionally, 
contribute to marginalization and harm for vulnerable populations like patients. Apparent feminism is also 
focused on providing solutions, especially through “coalition-building with those who might appear to be 
feminist in their activism or ideological perspectives, but for whatever reason do not embrace that label” 
(Frost 2013: 65). Put differently, apparent feminism explicitly invites those who are committed to achieving 
justice-oriented aims, such as elevated access to clinical information, patient agency and autonomy, and 
improved healthcare outcomes for all patients, to work alongside those who see these goals as being 
inherently about—and accomplished through—feminist ideals of equity, community, sustainability, and 
respect (Ollivier and Tremblay 2000).  

Findings 

As have discussed, Northwell is one of the first major healthcare networks in the United States to outwardly 
discuss and deploy biometric technologies—and, as such, has been lauded by the online medical, 
technology, and business publications in our textual corpus as a “pioneer” in medical innovation. Because 
of this, Northwell is a fitting case study to examine how rhetorics of efficiency, effectiveness, and safety are 
often employed to obscure the risks and limitations of this technology.  

Efficiency 
Because of the timely nature of many medical concerns, efficiency is often a central biomedical goal. 
However, considerations of efficiency also extend beyond time. Of the eight articles examined for language 
about biometric use in healthcare, 100% of them explicitly mention the ways that biometric technologies 
can save energy and labor for providers, medical staff, or patients, with 43% of them also referring to saving 
resources and space. While we do acknowledge that the imperative for efficiency can lead to improvements 
in patient care, such as increased care coordination, decreased wait times, and access to medical information 
and records, we also call attention to its shortcomings. One notable shortcoming manifests when the constant 
drive for efficiency comes at the expense of patient privacy and autonomy.  

For example, HealthLeaders Media published a 2018 article in which Keely Aarnes, Associate Vice 
President of Revenue Cycle Management at Northwell Health, praised one aspect of Northwell’s facial 
recognition software: the ability to identify patients even before they have checked in, spoken with a 
receptionist, or requested care. “Today, you have to stand in line, register, and write your name on a 
clipboard. Tomorrow, we’ll know a patient has arrived before they’ve even spoken to somebody because 
we’ve picked up on their facial image. That’s game-changing,” Aarnes shared. “It really changes the way 
we look at healthcare; it becomes more of a concierge service. We’ll welcome you before you’ve even told 
us who you are” (Aarnes qtd in. Roth 2018). In this way, efficiency refers to the time that patients may 
spend seeking care and navigating medical bureaucracies; by positioning facial recognition software as the 
solution to overburdened systems, complicated procedures, or disorganized protocols, we suggest that new 
concerns regarding privacy and patient agency may be introduced while allowing the reasons for systemic 
inefficiencies to go uninterrogated. Furthermore, though we also want to identify the value of personalized 
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healthcare solutions that treat each patient as a unique individual with unique needs, we want to identify 
how Aarnes’ framing removes from patients the ability to introduce themselves and their concerns, and to 
take an active role in clinical decision-making. 

In another one of our articles, Sean Kelly, MD, the Chief Medical Officer at digital identity company 
Imprivata, discussed how biometrics also facilitate efficiency regarding prescriptions, one of the most highly 
regulated aspects of many medical systems. As Kelly posits, biometrics may be used in dual-factor 
authentication, enabling “easy, fast, and highly-secure ways” for medication information to be shared 
between providers, patients, and pharmacies (qtd. in Marbury 2019). Through Kelly’s use of phrases like 
“highly-secure” to pitch the value of iris and fingerprint scanning, and Aarnes’ reference to patient 
convenience in describing facial recognition, we are meant to understand that refusing biometric 
technologies implicitly means longer wait times, more imprecise care, less security, and as we discuss in 
more depth below, lower-quality care. 

Effectiveness 
Medical effectiveness, which we take up as any measure that a healthcare institution or provider can take to 
improve care outcomes, is also referenced in 100% of our articles and is another driving reason for 
Northwell’s biometric use. In identifying moments where rhetorics of effectiveness are used, we do not 
mean to suggest that healthcare providers should not be concerned about effectiveness or efficacy, nor do 
we believe that effectiveness is not centrally important in determining quality of care. Instead, we identify 
how the drive for effectiveness—and the way surveillance technologies are implicated in this drive—
similarly comes at the cost of privacy and autonomy.  

In another trade publication, Aarnes shared, “We intend to also pilot and test opportunities through AI 
[artificial intelligence] that can identify indicators from changes in appearance, pointing to clinical 
indicators…. With a longitudinal view of the patient’s pictures, there are many opportunities to create alerts 
to the patient’s care team” (qtd. in Joy 2019). This is an example of the ways that biometrics can shore up 
biomedical logics and have consequences for patient agency; by prioritizing certain forms of evidence over 
patients’ needs and goals, concerns are raised directly with providers and not with patients. This model of 
“proactive” care also means that patients’ concerns may not be taken seriously if a “clinical indicator” 
cannot be observed or measured by the AI system in use.  

However, the link between biometric technologies, effectiveness, and institutional oversight is also 
reinforced for providers on a psychological level. For example, in an article published by Northwell Health 
(2023), Dr. Jennifer Laffey, the Vice President of Employee Health Services at Northwell, asserted that 
biometrics provide valuable insights into what medical concerns employees face and “if and what kinds of 
health care services, interventions, incentives and support they can offer their employees.” As the article 
further explains, these programs—created and reinforced through aggregated biometric data—can boost 
employee productivity, reduce absenteeism, and lead to a positive return on investment for the Northwell 
system. And yet, because employees, like patients, are likely not invited to weigh in on their health concerns 
or participate in discussions about how to revise wellness programming, they too may be deprioritized at 
the expense of institutions’ professional, social, and economic values. By calling attention to the way 
biometrics can contribute to precarity for multiple stakeholders across the healthcare system, we ultimately 
want to call attention to the ways that surveillance is always about control and protecting the interests of 
those who wield it, even if the rhetorics surrounding its deployment appear to be about consumer, client, or 
employee benefit. 

Safety and Security 
Our final emerging theme and another central reason that biometrics are positioned as valuable in healthcare 
settings, especially at Northwell, is safety and security. Cited examples about the role of biometric 
technologies within healthcare often include improved patient matching and identification systems, 



Banville and Kalodner-Martin: Quantifiable Bodies 

Surveillance & Society 22 (3)  333 

increased coordination across providers, and consistent access to records for both patients and healthcare 
professionals. However, as we have introduced earlier, safety is often positioned within a neoliberal 
worldview, where governments and other regulating institutions are given power to surveil and regulate the 
existence and movement of marginalized populations. Taken alongside a biomedical hierarchy of 
knowledge-making—with powerful medical institutions and regulatory bodies at the top and patients at the 
bottom—the language of safety and security suggests protecting the values of those people and companies 
in power over those who seek their services.  

This power differential is carefully reinforced in medical settings. Given negative connotations that patients 
had with the word “scan,” Aarnes reported to Managed Healthcare Executive Magazine that Northwell staff 
would refrain from using this word when discussing how biometric information was collected and stored; 
instead, training resources focused on “finding the sweet spot of information and educating our patients that 
this is for their benefit in safety and ease of registration” (Aarnes qtd. in Marbury 2019). This example 
illustrates how rhetorics of safety and security, coupled with complex consent forms, can foreclose 
opportunities for patients to fully understand personal identification collection. Rather than engage in 
transparent practices, Northwell Health has elected to shift their language to ease patient fears. This masking 
of language displays one of the main issues with surveillance and privacy in general: it is difficult to notice 
all the ways our bodies are surveilled and the following consequences of such surveillance due to the largely 
invisible and insidious ways surveillance occurs. Because biometrics are poised as a necessity for safety and 
security, patients are led to believe that this is for their own good and that any negative connotations of 
words associated with biometric identification (such as “scan”) is inaccurate. As such, they may be unable 
to opt out of such technologies or may consent to them without a full understanding of what information is 
being collected or through what methods. 

While biometric technology processes may not be fully explained to patients in acquiring their initial 
consent, we also want to identify the ongoing infringements to patient privacy that occur in the name of 
safety and security. According to Laura Semlies, Vice President of Digital Patient Experience at Northwell, 
their systemwide biometric rollout means that, when patients enroll in one location, they will not need to 
update their information when at another facility nor jump through the hoops of completing paperwork again 
(Knowles 2019). Though feminist scholarship has long named consent to be an ongoing and negotiated 
practice (Im et al. 2021), Northwell’s policy—in which a patient may, with some varying degree of 
transparency, agree to biometric data collection once—means that patients will not be able to easily revisit 
their consent for biometric surveillance at other healthcare sites or in different situations. Furthermore, 
because there is no public information at the time of this writing (November 2023) that indicates how a 
patient may revoke consent at all Northwell Health locations, we are further meant to understand that 
biometric use in the name of safety, efficiency, and effectiveness is a permanent fixture in patient care within 
this network. 

Surveillant Action and Advocacy 

Though we have treated each of the broad themes as discrete categories, we want to identify the ways in 
which efficiency, effectiveness, and safety and security often overlap. For example, iris identification and 
high-resolution facial imaging can be used to “warn staff of security risks” by identifying high-risk patients, 
such as those with a history of fraudulent or “drug-seeking” behaviors (Aarnes qtd. in Marbury 2019). Much 
work has been done to uncover how deficit models of addiction and substance abuse contribute to stigma 
and decreased care outcomes (Frank and Nagel 2017), and biometric technologies that support these ideas 
further perpetuate inaccessible healthcare systems for people struggling with addiction. However, this 
example also demonstrates the complex overlap between the three themes that we have outlined in our 
analysis. 
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In this case example, biometric technologies promote efficiency because they allow patients to be identified 
without the need for direct patient → provider communication, even if that risks misidentifying the reason 
for a patient’s visit. Biometric technologies support effectiveness, because they may predict what a patient 
is seeking and thus supposedly connect that person with the “appropriate” intervention, though patients may 
not be consulted in the creation of this treatment plan. Finally, they allow for increased safety and security 
by identifying people whose past histories in medical settings mark them as an institutional threat or risk, 
even though this puts the patient’s health and safety beneath that of a powerful governing body. Though 
these are all inherent and important risks to note, we also see many opportunities for patients, surveillance 
studies scholars, and allies to work together to promote true efficiency, effectiveness, and safety and security 
for all.  

We suggest that the first step towards redressing the harmful effects of these surveillance policies requires 
looking beyond the protocols and documents that institutions use to create consumer compliance. While 
companies who create biometric technologies will argue that patients are notified about privacy and consent 
practices through Terms and Conditions and Privacy Policies, surveillance scholars have argued (Banville 
2020; Neville 2020; Woods and Wilson 2021) that such documents are inaccessible, and further, can be 
modified due to the digitality. This is a particularly pressing concern in healthcare; the high-stakes and 
potentially emergent nature of medical care likely means that Terms and Conditions are not a primary 
concern to patients who are seeking medical care. These examples all demonstrate that the policies and 
procedures that are put in place to ensure consent and safety often do not function this way; as we discuss 
below, this creates both a need and an opportunity for taking more effective, holistic, and sustainable actions 
to ensure patients’ safety and agency.  

Given these concerns, the healthcare context, and the rhetorics surrounding biometrics’ use and value, we 
contend that the tension and power dynamics between health institutions and patients must be further 
untangled and explored. Surveillance studies scholars are well-poised to intervene and advocate for patient 
rights in data collection processes by asking: 

• What is the apparent need for biometric technology?  

• How can patients have a say or opportunity to opt out of certain technologies?  

• Are patients notified verbally and linguistically of the implications or harms of biometrics data 
collection and dissemination?  

• “How can users call for a redesign of an application based on negative experiences such as 
surveillance, non-consensual data collection, or troubling interactions with other users and/or 
representatives working on behalf of the tech company (content moderators, designers, etc.)?” 
(Novotny and Hutchinson Campos 2019b). 

Ideally, patients should be notified and aware of the processes involved with their own personal identifiers, 
or biometric data. We hope that from this article, surveillance studies scholars will: 

• Mobilize the fusion of apparent feminism and rhetorical analysis as a methodology for 
understanding how the deployment of biometric data in the healthcare field heavily relies on 
masking language (or its very lack thereof) and devaluation of the affective dimension of medical 
conditions. 

• Continue to make apparent the invisible: that is, creating public-facing documents that inform 
patients about the very systems they are agreeing to.  
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• Further contribute to engaging in systems of accountability through focusing on popular sites of 
surveillance, such as within healthcare networks. Such sites of surveillance within popular 
industries, especially those most precarious, are where surveillance studies scholars should take up 
their work. 

• Shift conversations about surveillance away from sole discussion of “privacy, security, and 
efficiency” to a consideration of the “ethical problem of combating new forms of discrimination 
that are practiced in relation to categories of privilege, access, and risk” (Hall 2015: 148). 

• Engage in coalitional work to shift language and practices surrounding privacy and surveillance 
from individual to collective responsibility. Build collaborations between stakeholders across the 
medical system, carefully considering and amplifying patient knowledge and experience(s). 

As we have mentioned, bodies are most controlled when quantifiable, and patients often give up privacy in 
the name of health; this collection and profiting off patients’ biometric data further exploits patients, 
especially communities most vulnerable to abuse. We, as surveillance studies scholars and patients 
ourselves, must intervene in issues of consent, privacy, and security to create systems of accountability. To 
reiterate, systems of accountability are created when surveillance studies scholars analyze sites of 
surveillance and make apparent and transparent the ways in which the public are impacted, the ways they 
can advocate for themselves and collectively, and next steps/options (site dependent). As Amidon, Moore, 
and Simmons (2023: 5) note, systems of accountability can be reflected in the coalitional and community 
work that we do as surveillance scholars: “partnering with community groups and organizations to fund or 
facilitate meetings or workshops, develop grant proposals, create documentation, improve the usability of 
organizational processes or services, and/or participate in activist campaigns to respond to injustices causing 
harm within communities.” The Northwell Health case example is only the beginning of the future of 
biometric technologies and identification in healthcare, and the subsequent push for regulatory efforts. For 
example, a bill establishing consumer health data rights known as ESHB 1155,90 or “My Health, My Data 
Act,” has passed both chambers of the legislature in Washington, United States. The rights allow 
Washingtonians the “right to access, delete, and withdraw consent from the collection, sharing, or selling of 
their consumer health data” (Zucco 2023). The current moves towards regulatory protections for biometric 
and consumer health data have been on the rise in the United States.1 States should take notice of the increase 
in efforts towards introducing ways to protect people that extend into the digital sphere.  

Though biometric technologies have been positioned as necessary for security and protection, it is crucial 
that surveillance studies scholars “resist, subvert, and intervene” in the production of knowledge and 
decision-making that is not transparent for public audiences (Frost and Eble 2015). Currently, biometric 
technology use in the medical-industrial complex creates a manipulative relationship: patients truly cannot 
opt out because they need treatment (patients/people seeking treatment are in an especially vulnerable 
position). Those who create and implement biometric technologies further do not consider patient 
confidentiality and autonomy, including data protection. Interrogating the language used by the healthcare 
institution to describe biometrics opens opportunities for us—surveillance studies scholars, patients, allies, 
students, and more—to ensure that innovations within healthcare networks promote equity, agency, and 
improved outcomes for all.  
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