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Abstract 
Predictive and data-driven policing systems continue to proliferate around the world, enticing police forces with 
promises of improvements in efficiency and the ability to offer various ways of addressing the future to pre-empt, 
predict, or prevent crime. As more of these systems become operationalised in England and Wales, this paper takes up 
Duarte’s (2021) observation that there is a lack of description as to what such systems actually are. This paper adapts 
a social network methodology to explore what is a data-driven policing system. Using a police force in England, UK, 
as a case study, we provide a visualisation of a data-driven policing system based on the data flows it requires to 
operate. The paper shows how a disparate network of affiliate organisations act as collators of specific data types that 
are then used in a range of policing applications. We make visible how data travels from its source through various 
nodes and the various potential points of translation that occur. We show, as others have argued before us, the data 
points used are proxies for poverty, making certain groups and sections of society highly visible to the digital system 
whilst other groups and crimes become less visible—and sometimes even hidden. 
 
 

Introduction 

Data-driven policing, assisted by predictive analytics and big data, is currently expanding in the United 
Kingdom (UK). Qlik Sense is a predictive analytics platform that merges and visualises multiple data sets, 
whilst utilising statistical data analysis tools such as R and SPSS, to perform management and operational 
functions. This includes predictive risk scoring and crime mapping for Avon and Somerset Constabulary2 
in England with two hundred and fifty thousand people filtered and processed by the system daily and scored 
based on their predicted risk of committing, or becoming a victim of, a crime (Dencik et al. 2018). The 
system absorbs approximately ten million pieces of data per day (Marsh and Price 2020), including data 
                                                   
1 The data gathering and writing of this article, along with the creation of the data sharing network, took place during 
2021–2022 and relied solely on information and documentation publicly available during that time. 
2 Police forces in the UK are organised into regional police divisions and Avon and Somerset Constabulary is one of 
these divisions. 
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from several different policing systems, historic crime data, as well as a wide range of health and social data 
from external organisations (Dencik et al. 2018; Eaton and Bertoncin 2018). Through Qlik Sense, a large 
selection of individually tailored applications3 have been created, ranging from applications that monitor 
staff performance or calculate the risk of child sexual abuse, for example, to applications that predict pleas, 
suicides, or crimes and victimisation (Couchman 2019; Eaton and Bertoncin 2018).  

Such data-driven systems, often referred to as “predictive policing,” or “precision policing” as noted by 
Wilson (2019), continue to be developed, refined, and implemented, following a longer lineage of policing 
systems and practices elsewhere, especially in the United States (US), such as PredPol and Chicago’s 
Strategic Subject List.4 Couchman’s (2019) research on the use of predictive analytics by different police 
forces in England and Wales illustrates how large amounts of sensitive data, some of which the police have 
no legal right to hold, are aggregated into predictive policing systems whilst merging databases from 
external, non-police organisations. The research, conducted on behalf of Liberty, raises concerns about data 
sharing and how such systems could replace suspicious behaviour with suspicious data. Couchman (2019) 
and Dencik et al. (2018, 2019) reveal that Qlik Sense is more expansive in its scope in comparison to 
anything else that currently exists in the UK; reaching beyond one or two applications—as is the case with 
other systems—to have a variety of different, interlinked applications with the aim of predicting a diversity 
of events.  

Qlik Sense is more comprehensive than other systems currently deployed by police forces in the UK. It is 
fully operational with multiple applications that use predictive analytics covering both geographic and 
individualised types of predictive policing (Couchman 2019; Dencik et al. 2018; Dencik et al. 2019). 
Further, Dencik et al. (2018, 2019) point to an increase in the use of predictive risk scoring, not only in 
predictive policing systems but also by local authorities for social care, health, and safeguarding purposes, 
raising concerns about the level of data sharing occurring to facilitate such scores. Dencik et al. (2019: 11) 
problematise how those tasked with operating such systems often view data collection and risk scoring as 
providing a reliable and factual “golden view” of individuals.  

This paper focuses on the data sharing that permits Avon and Somerset Constabulary to operate their various 
Qlik Sense applications by identifying what data are being used to facilitate its day-to-day operations, from 
where that data(set) originates to the potential implications of its use. We build on the foundations of 
Couchman (2019) and Dencik et al. (2018, 2019) and are motivated by Duarte’s (2021) observation that 
new research on predictive policing is needed to provide detailed and descriptive accounts of predictive 
systems. Duarte points to a lack of in-depth research in this area and calls for new research to record and 
describe in detail “the symbiotic relationships between data, algorithms, and humans…before an 
understanding of how (in)security practices are produced in the everyday” (Duarte 2021: 212). Our project 
here is not to uncover the practices that enable and shape Qlik Sense. Instead, we take the first step in 
exploring it as an information infrastructure (Bowker et al. 2010) of social control by reconstructing it as a 
network. In so doing, we also recognise that this form of information sharing, surveillance, and control 
benefits the institutions that implement such systems.  

We explore and make visible the data flows that underpin the network using a social network methodology 
to illustrate the network that is bound together through Qlik Sense. We do this by consolidating publicly 
available, but highly fragmented, information and sources to reveal key parts of the network. This paper 
thus contributes to existing scholarly work on predictive policing and surveillance by providing an example 

                                                   
3 The applications are pieces of software tailored for specific purposes and are displayed in a grid-like formation on 
the user interface, much like applications on a mobile device that users then click to access.  
4 Predictive analytics are used for a range of law enforcement purposes, with many systems operational within the 
US Criminal Justice System such as Palantir’s Gotham platform and PredPol. There is a range of literature covering 
such systems, for example Brayne (2017, 2021), Brayne and Christin (2020), Ferguson (2012, 2017b), Linder (2019), 
Mantello (2016), Richardson, Schultz, and Crawford (2019), and Wilson (2018, 2019, 2020); yet the present paper 
focuses on the UK operationalisation of such systems, exemplified by Qlik Sense. 
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of how data-sharing results in the enhanced network visibility of certain groups to data-driven policing 
systems. It makes visible the different data-sharing relationships that make up the network, revealing what 
types of data are being considered and key areas and institutions where data flows through, is collated, and 
shared. In some instances, this occurs on a daily basis using predictive risk scoring to putatively prevent 
crimes by, as the company behind Qlik Sense asserts, “pre-empt[ing] certain events from happening” 
(QlikTech International AB 2017). This substantively extends our understanding of the relationship between 
policing approaches and knowledges with other government organisations and service providers, including 
local government, NGOs, and private companies. It is suggestive of different kinds of possible skews and 
reinforcements or feedback loops that become possible through systems like Qlik Sense, which directs 
police resources and intelligence—within new and wider networks of data sharing—towards a focus on the 
poorest. This occurs via the relationship between specific datapoints and poverty, a point recognised in work 
by Dencik et al. (2019) on systems in England and Wales and Eubanks (2018) in the US.  

The paper is structured into five sections. Following this introduction, the first section outlines and discusses 
related scholarly work on predictive and data-driven policing to situate our work in the broader literature. 
The next section establishes the context within which Qlik Sense exists and describes the underpinning 
research methodology and the steps taken to reconstruct the network that makes up Qlik Sense. The 
following section provides an overview of the Qlik Sense network, the nodes that make up the network, and 
their links, while examining the data sharing and feedback loops that are constituted by the Qlik Sense 
network. We conclude in the final section. 

Approaching Predictive Policing 

Tracing Predictive Policing 
Policing has almost always relied upon police intuition and degrees of anticipation—often using racial 
tropes and categorisations such as so-called shifty behaviour. Fictional narratives of policing, such as 
Minority Report (2002), have also imagined perfect systems where crimes can be anticipated and prevented 
before they take place. These have been widely compared to broader sets of security and policing approaches 
that have been understood as pre-emptive, especially in the context of borders (Weber 2007; Wilson and 
Weber 2008). During the 1990s, police strategy in the UK, led by Kent Police, began to focus on 
intelligence-led policing that placed importance on data collection, an ethos that grew alongside US security-
driven initiatives after 9/11, and provided justification for the hoarding of data “just in case” (Ericson and 
Shearing, 1997; Wilson 2020: 150). This strategy expanded in light of claims that the collation and analysis 
of disparate data could have prevented the 9/11 attacks (Wilson 2020). Predictive policing systems are thus 
an evolution of previous policing approaches that have shifted and adapted alongside the technology of the 
time, often as a means to improve efficiency (Egbert and Krasmann 2020). The novel component of such 
systems is their ability to incorporate data on a scale not previously possible, while making inferential 
judgements based on disparate associations and statistical tests to reach risk scores. The scale at which recent 
systems operate has grown significantly when compared to systems like COMPSTAT (short for computer 
statistics) in the 1990s.  

COMPSTAT was used to improve efficiency through crime mapping techniques, statistics, and performance 
indicators to manage patrols in the face of budget cuts by the New York Police Department (Egbert and 
Leese 2021). In 2011, PredPol,5 a predictive policing collaboration between the Los Angeles Police 
Department and the University of California, was launched; it merged criminological theory and police data 
with the aim of predicting geographic locations of crimes. More recent systems include the Chicago Police 
Department Strategic Subject List (SSL), known as the Heat List, which uses a range of different data to 
assign a risk score to an individual indicating their probability of being either a victim or perpetrator of a 
shooting incident using crime-based data as indicators (City of Chicago 2016). The SSL was shut down in 
2020 after various legal challenges. Other systems include Rio de Janeiro’s CrimeRadar (Duarte 2021) and 
                                                   
5 PredPol rebranded to Geolitica and provides the rationale for doing so here: https://blog.predpol.com/geolitica-a-
new-name-a-new-focus.  
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a range of other software that forms part of these systems such as HunchLab, IBM SPSS, Hitachi, and 
Motorola. Avon and Somerset Constabulary’s system incorporates aspects of PredPol and the SSL as it is 
both a place-based and person-based system whilst also utilising IBM SPSS.  

Conceptualising Predictive Policing 
There are various approaches, conceptual lenses, and debates surrounding definitions of the type of digital 
policing systems we discuss in this paper. Many describe them as predictive policing (Ferguson 2012; 
Meijer and Wessels 2019; Uchida 2009), others as pre-emptive policing (Andrejevic, Dencik, and Treré 
2020; Egbert and Krasmann 2020; McCulloch and Wilson 2016), platform policing (Hälterlein 2021; Linder 
2019; Wilson 2020), and precision policing (Wilson 2019), and the terms are often used interchangeably. 
We use the umbrella term “data-driven policing” (Jansen 2018) to highlight Qlik Sense as a data-driven 
system with predictive applications, and to underline that the object of our research is the data components 
of the system, we draw on broader definitional discourses. 

The term predictive policing lacks definitional clarity (Ferguson 2012; Meijer and Wessels 2019; Wilson 
2020) but generally refers to a variety of different methods, tools, and processes that police forces utilise in 
the form of digital technologies such as algorithms, big data, and software in an attempt to control, and/or 
modify, the future (Egbert and Leese 2021). These digital technologies parallel changes within policing as 
it moves away from “a focus on moral transgression and reactive crime control towards governing problems 
in terms of their probabilistic nature and potential harms” (O’Malley 2015: 427). The different digital tools 
and techniques that form predictive policing systems claim to be able to predict and therefore enable the 
prevention of a crime before it might occur, or at least make it less likely (Egbert and Leese 2021), with 
probabilistic risk scores guiding justifications for action. Aradau and Blanke (2017) note how the epistemic 
credibility of prediction changes through epochs, from ancient divination to machine learning that is 
romanticised as providing a true ability to predict the future.  

Often the technology is analysed through a lens of shifting police paradigms such as the shift in policing 
from prevention to pre-emption (Andrejevic 2017; Mantello 2016), sometimes also referred to as precrime 
(McCulloch and Wilson 2016; Zedner 2007). Zedner (2007: 265) describes the shift from a post-crime to 
pre-crime society based on a logic of security that, instead of reacting to a past crime, addresses “the 
conditions precedent to it.” This temporal shift uses the rationale of risk to classify and categorise risky 
populations so early interventions can be enacted upon them to prevent their forecasted future crimes from 
ever occurring. Predictive policing employs similar logics to those in pre-emptive war and targeted 
assassinations through so-called pattern of life recognition (Amoore and Raley 2016; Egbert and Krasmann 
2020) and even forms of counter-terrorism (McCulloch and Wilson 2016). Day (2014: 133) shows how the 
documentation and then indexing of an individual “provides the codes for the subject’s social positioning 
and expressions by others and by itself.” The individual is portrayed via an index of documents, and if this 
index is shared in a network, then that documentary index of the person is how the individual is characterised 
and viewed by others.  

Such a process renders individuals visible through data rather than through a physical gaze, and this visibility 
allows the maintenance of order. This reduction is discussed by Deleuze (1992) with reference to the 
‘dividual, a reduction of a person to a set of data. More recently, Amoore (2011) describes the data 
derivative, a process whereby an individual is deconstructed into a set of attributes upon which inferences 
and predictions can be made about them. Such processes can erase what makes individuals individual, whilst 
the data held about them renders them in a way that may not be accurate because the “small data” (boyd and 
Crawford 2012: 670) is missing. Mantello (2016) discusses this as a paradigm shift from post-crime to the 
pre-crime assemblage, building on Haggerty and Ericson’s (2000) surveillant assemblage. Moreover, 
Mantello (2016: 1) describes the use of data visualisation as an “aesthetic and prescient turn in the surveillant 
assemblage,” the result of which is that people are judged not on what they have done but on what others in 
the same category as them have done in the past. Such a shift, Mantello (2016: 10) continues, is facilitating 
“an emergent modality of power” delegated to software systems to enact social control.  
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Data is required for predictive analytics to operate. The increasing datafication of society and social life 
(Mayer-Schönberger and Cukier 2013), and the subsequent surveillance that collects the data trails (Lyon 
2014), has allowed for the quantification of human behaviour that is converted into an analysable form 
(Mayer-Schönberger and Cukier 2013). Brayne (2017) describes how the merging of separated systems is 
facilitating the spread of surveillance through a range of institutions and how big data surveillance is 
amplifying existing (smaller scale) surveillance practices. Data-driven policing systems are tapping into this 
information, using predictive analytics, and predictive crime mapping, to assist decision-making and 
allocate police resources. Egbert (2019) notes how the drive for more data will lead to increased datafication 
of police work and, as a consequence, expansive surveillance and data collection. Egbert (2019) further 
argues that the merging of crime data with external data sets increases the potential for function creep via 
the “collect it all” ethos of data collection being inbuilt in such systems. This point is also recognised by 
Wilson (2018) who further points to an obfuscation of data sources; as predictive policing systems expand, 
the datasets they use often rely on external providers to supply the data, creating a risk of surveillance creep.  

Critiques of Predictive Policing 
The advent of predictive policing systems has been accompanied by significant critiques. The large-scale 
data collection driving such systems facilitates the use of algorithms that perform predictive risk scores. 
This has raised concerns about profiling (Harcourt 2007; Lammerant and de Hert 2016; Mann and Matzner 
2019) and the disproportionate monitoring of particular groups based on ethnicity and socio-economic status 
(Dencik et al. 2018; Dencik et al. 2019; Eubanks 2018), as such groups are constructed as a threat due to 
their non-conformity to social norms (Schinkel 2011). Privacy concerns (Crawford 2021; Eubanks 2018; 
Zuboff 2019), bias and discrimination (Barocas and Selbst 2016; O’Neil 2017; Pasquale 2015), racist 
outputs of algorithms (Chander 2017), influence on human decision-making (Eubanks 2018; Holmqvist 
2013; Magalhães 2018; Oswald et al. 2018), human rights implications (Bennett Moses and Chan 2014; 
Ferguson 2012) and the dehumanising nature of the data-derivative (Amoore 2011) have been raised as 
significant issues.  

Of particular salience in our work is the reliance on crime data and the longstanding concerns regarding its 
(in)accuracy (Coleman and Moynihan 2010; Maguire 2012; Nelken 2012; Richardson et al. 2019; Završnik 
2019), its lack of social and contextual grounding, and the under-representation of certain crimes (Maguire 
2012; Nelken 2012). Richardson et al. (2019), in their research on US predictive policing systems, 
emphasise issues with “dirty data” stemming from historical problems within policing such as institutional 
racism and a focus on street-level crimes. Crime data are also affected by under-reporting leading to 
incomplete data, the so-called “dark figure” of crime (Završnik 2019). 

These systems can take the deterministic view that without intervention those observed as risks will become 
larger problems later on and so preventative and pre-emptive action is required to avoid this (Schinkel 2011). 
Schinkel (2011: 373, 376) calls this type of prevention “prepression,” a “pro-active repression that attempts 
the timely suppression of certain forms of life” that “criminalizes ‘risks’ and incriminates ‘risky 
populations.’” Those identified with “risky causal chains,” meeting multiple risky indicators, are those that 
are targeted for prepression (Schinkel 2011: 373). This highlights how actuarial systems are enabling 
specific types of governance to be enacted on specific populations. When such systems are employed by the 
police, they make visible those that are deemed to require further observation, triggering interventions to 
prevent this over-determined future from occurring. Others suggest algorithmic risk assessment operates an 
omnivorous data-collection process using any and all data available (Mehozay and Fisher 2019).  

A 2020 report by the defence and security think tank, the Royal United Services Institute (RUSI) (2020), 
acknowledges, on one hand, existing and legitimate concerns over the use of police-recorded data due to 
discriminatory disparities embedded within them, which are reported to be caused by racial bias in the 
Criminal Justice System. However, on the other hand, the report notes how there is insufficient evidence to 
confirm the existence of bias caused by algorithms used in policing in England and Wales. Yet, others show 
the detrimental effects the technology could have on suspicion and discretion (Ferguson 2012, 2015, 2017a; 
Joh 2015), along with modes of translation (Duarte 2021) and feedback loops (Ferguson 2017a; Richardson, 
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Schultz, and Crawford 2019; Završnik 2019). Dencik et al. (2019) show specifically how Bristol’s Integrated 
Analytics Hub, which works with Qlik Sense, does not include any positive contextual information that 
could insulate people from the risks for which they are being risk scored. This has the potential to create 
feedback loops, as it may compound the skewed and disproportionate treatment of already marginalised 
groups (Ferguson 2017a; Eubanks 2018). Moreover, historical police data and likely data from other 
institutions, particularly health and social care data, contain bias due to longstanding race- and class-based 
prejudice. For instance, the unequal treatment of Black people, particularly Black women seeking medical 
treatment through the NHS and the overuse of forcible detention (via the Mental Health Act 1983) in the 
Black community (Joint Committee on Human Rights 2020) are just two examples of biased data absorbed 
into predictive systems that may come from organisations external to the police.  

Runaway feedback loops can be created whereby the police are repeatedly sent back to the same 
neighbourhoods or focus on the same groups (Richardson et al. 2019). Ferguson (2017a: 1148) notes how 
the confirmation feedback loop “equates those currently in the system with those who need to be policed by 
the system.” This creates more data, which feed back into the system, which further influences future 
decisions (Ensign et al. 2018). Harcourt (2007: 147) describes “The Ratchet Effect” as a type of increasing 
disproportionality whereby “a distortion occurs when profiling produces a supervised population that is 
disproportionate to the distribution of offending by a racial group.” The longer this occurs, the more skewed 
the sample gets, as the data fed into the system reinforces the initial bias, which subsequently reinforces the 
feedback loop (Lum and Isaac 2016).  

Qlik Sense  

Increasing numbers of police forces in England and Wales are testing and implementing predictive policing 
systems (Couchman 2019). At least eighteen predictive tools are in use by UK police forces with many more 
suspected to be in operation, but no definitive list exists (Zilka, Sargeant, and Weller 2021). The ability to 
store and process large volumes of data, alongside third-party off-the-shelf software and the growth in data 
analytics companies, have made predictive policing systems far more accessible to police forces who may 
not have (had) in-house expertise (Linder 2019). Many police forces have also turned to technological 
solutions in light of reductions in funding.  

Systems in the UK include PredPol, implemented by Kent Police in 2013 but abolished five years later due 
to difficulties in assessing whether the technology had helped to reduce crime (BBC News 2018). Other 
systems such as Durham Police’s HART model are used to assist decision makers in custody suites to 
establish whether a person’s risk of future offending designates them as eligible to take part in a four-month 
programme instead of being prosecuted (Oswald et al. 2018; Zilka, Sargeant, and Weller 2022). Merseyside 
Police use predictive crime mapping (Couchman 2019), whilst West Yorkshire Police have developed Patrol 
Wise, a mobile application for patrol plans to reduce burglaries (Zilka, Cartwright, and Weller 2021), 
alongside Corvus IOM Case, a system that collates an array of data to create individualised risk scores based 
on reoffending (Zilka, Sargeant, and Weller 2022). In 2020, West Midlands Police withdrew their Most 
Serious Violence (MSV) predictive model that was part of the National Data Analytics Solution (NDAS) 
project in collaboration with Accenture. The model attempted to predict whether an individual would 
commit a violent crime within twelve months (West Midlands Police 2019). A coding error found in the 
training data set rendered the system unable to predict accurately (West Midlands Police 2020). The NDAS 
project is used by the National Crime Agency and seven other police forces (Zilka, Sargeant, and Weller 
2022). While not unique in its use and development of predictive policing systems, the UK is in a period of 
significant development and implementation of such systems. This is happening at the same time as the 
ethical safeguards and scrutiny of those systems is emerging—yet, not always in tandem.  

In this context, Qlik Sense, as part of a data-driven policing system with predictive applications, has 
benefited from the growing datafication of society at a time when policing is shifting from reactive to pre-
emptive. Qlik Sense reaches into siloed systems and amalgamates the information into various dashboards 
displaying visualisations. It handles not only backroom and management tasks but also actively uses 
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predictive analytics to identify the potential perpetrators and victims of crime. It also assists in connecting 
non-police organisations and partners, allowing the sharing of their data for a variety of different purposes. 
Qlik Sense acts as the infrastructure on which the operations of Avon and Somerset Constabulary sits.  

Qlik Sense does not label itself as a predictive policing tool, nor does Avon and Somerset Constabulary, but 
rather in the vein of data analytics companies supporting “smart” decision-making; the rhetoric is far more 
benign. Qlik Sense “combines the power of artificial intelligence with the creativity of human intuition” 
that allows “deeper discoveries,” operates “just like your mind works,” provides “peripheral vision for your 
data that lets you spot hidden insights,” and “empowers people to make discoveries” (QlikTech International 
AB n.d.a). Qlik Sense is marketed for a range of different business use-cases outside of policing and security 
(QlikTech International AB n.d.a, n.d.b), thus confirming the work of Linder (2019), who highlights the 
take-up of business technology in policing. Business technology avoids the fanfare, and the accompanying 
critical scrutiny of a fanfare announcement, that a predictive policing system may garner.  

Avon and Somerset Constabulary’s (one of the main contexts for this research) use of Qlik Sense shows a 
diversion away from clearly defined digital policing systems like Geolitica (formerly PredPol). Systems 
such as Geolitica are generally narrow in their focus, often with a single purpose, such as hotspot policing. 
Qlik Sense, however, is embedded into the fabric of the police force and is incorporated into nearly every 
aspect of its operations: from on-the-street policing to back-room processes like fleet management. In this 
sense, it acts as the underlying infrastructure for the police force through the appropriation of business 
software and technology into bespoke applications used for social control and the managerial and 
operational aspects of policing. Qlik markets itself as delivering impact through data integration and 
analytics business solutions (QlikTech International AB n.d.a, n.d.b, 2023), not as predictive or data-driven 
policing software. 

Reflecting on the system as an “information infrastructure” (Bowker et al. 2010) of social control, the 
present research was inspired by literatures within infrastructure studies and platform studies (Plantin et al. 
2018) in its aim to reveal the system as a network. Linder (2019: 78) has described systems like Qlik Sense 
as “surveillant assemblage-as-a-service.” We do not explore Qlik Sense as a form of surveillance capitalism 
per se (Linder 2019; Wilson 2019; Zuboff 2019), but as a divested form of state infrastructure. Yet it does, 
as other data analytics services, appear to conform to a surveillant assemblage consisting of “heterogenous 
surveillance technologies, networked systems, databases, and users” (Linder 2019: 78), which also 
“territorialises” by connecting siloed spaces, practices, and data.  

Approaching Qlik Sense: Visualising the Network 
Following Duarte (2021), our research focuses on constructing the digital network that makes up Qlik Sense, 
to make the system visible and “tangible.” It is not that Qlik Sense is secret of course. The company’s 
website frontpage is beguilingly techy, promising dramatic insights from the magic of data analysis. The 
pages for the product that is Qlik Sense are more banal and look like an advertisement for a spreadsheet; it 
is business-like. Qlik Sense and Avon and Somerset Constabulary provide Qlik with glowing testimonies 
on the Qlik website (Dowey 2018) and YouTube channels (Qlik 2018). One of Qlik Sense’s many tools is 
also, perhaps ironically, visualisation, and those testimonies boast of the ability to help visualise data, police 
operations, workload, and more. The visual metaphors are strong and alluring. Qlik Sense analytics help to 
get a “grip” on an event, otherwise perhaps ungraspable, to gain a “snapshot of a situation,” to help “spot 
vulnerabilities” or “trends,” and ultimately to “make sure officers are in the right place at the right time to 
pre-empt certain events from happening” (QlikTech International AB 2017), where “events” again belies 
the potentially gritty and banal nature of the kinds of crime Qlik Sense attempts to anticipate. 

We decided to focus on the data(sets) and data sharing that facilitate Qlik Sense’s operations as, without 
this component, the system would not be able to function. Concerns regarding the data aspect of the system 
have also been raised by Couchman (2019) and Dencik et al. (2018, 2019), who identify merging data sets 
and trace the origin of some of the data. Our methodology reveals the flow of data in and around Qlik Sense 
and creates a visualisation to reveal the data collection and sharing that occurs. The research shows what 
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data are being collected, by whom or what, and where they originated. The intention is to reveal a macro-
outline of the data-driven policing system, to explore and reveal what it is. The research was split into two 
phases. The first phase aimed to identify the applications used within Qlik Sense whilst the second used a 
social network methodology to visualise Qlik Sense as a network and identify the data flows to, and between, 
the applications. We set these out in more detail below. 

It was anticipated that the data-sharing taking place would be both difficult to pinpoint and vast in its scope. 
To begin exploring the data being used by Qlik Sense, it was first necessary to identify the different 
applications facilitating the system. Some of the applications were found in existing literature (Couchman 
2019; Dencik et al. 2018; Dencik et al. 2019; Eaton and Bertoncin 2018), but it was not possible to locate a 
complete or comprehensive list. Consequently, phase one of the research involved locating promotional 
material and official, publicly available videos of Avon and Somerset Constabulary discussing their use of 
Qlik Sense. These videos, found on the official YouTube channels of Qlik and Avon and Somerset 
Constabulary, were used to identify different parts of the system. Screenshots of the videos were taken and 
by zooming in, the individual Qlik Sense applications were often visible on the computer screens of the 
Avon and Somerset Constabulary staff talking in the videos. 

While this is a far from perfect method that risks the possibility that many applications were missed, this 
method of data collection enabled the identification and accumulation of a significant number of 
applications used within Qlik Sense. The applications are individual programs built within Qlik Sense. For 
instance, operational applications such as a Call Handling application help the call handlers in the police 
control room manage incoming calls, a Fleet application allows the management of the police fleet of 
vehicles, and specific crime-based applications aim to predict who will be a perpetrator, or victim, of a 
crime.  

We identified sixty-one Qlik Sense applications in phase one. In the second phase, a social network analysis 
methodology, inspired by a similar method recommended to the police by the UK’s Home Office (2016) to 
identify those associated with gangs, was adapted to visualise, as a network, the data flows in and around 
Qlik Sense. The research employs a variant of what Pezzani and Heller (2013) have coined the “disobedient 
gaze.” Their approach recognised the centrality of surveillance systems in border and migration 
management whilst it sought to use those very systems and techniques to make visible the management of 
migration and borders that can go broadly unseen. We do not suggest there is an active attempt to conceal 
parts of the Qlik Sense system, but rather that some parts and operations of this system receive less attention 
than others, making them hidden by default. The method was used to aggregate and analyse disparate pieces 
of data in various formats. This parallels the type of disparate data aggregation carried out by Qlik Sense 
itself, as one of its purposes is to bring together data in different formats and databases and aggregate it to 
make inferences. 

Phase two followed a four-step approach. The first step involved limiting the research focus to the 
geographical area covered by Avon and Somerset Constabulary and the different components, such as 
departments and third-party organisations, that are involved in and facilitate Qlik Sense. The second step 
involved the selection of data. Social network analysis can be applied “to any data that highlights the 
relationships between things (e.g., individuals, objects, events etc.)” (Home Office 2016: 7). For the purpose 
of our research, a “relationship” comprises at least two entities (individuals and/or organisations) that have 
engaged in data-sharing of some sort and to varying degrees. The links (sometimes called “edges” in social 
network analysis) between nodes in our research signify a data-sharing relationship rather than a social 
relationship, as is often the case in social network analyses. Step three involved the collection of data in the 
form of an internet search based on known nodes of the network. Primary data in the form of official 
documentation, letters, and reports were sought that would confirm or infer the occurrence of data 
sharing. This was supplemented by academic literature that had already explored some areas of the network. 
The data-collection process was slow and repetitive and often involved looking for a single sentence within 
a document that confirmed a link of some sort. As more nodes were revealed, further searches were carried 
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out on those nodes in an iterative process until a network became apparent. Where possible, multiple 
documents were used to confirm a link.  

For step four, the free and open-source tool Obsidian was used to visualise the links in the network data-
collection process and written in Markdown. Obsidian allowed the creation of a network by establishing 
links and by self-generating a graph to display these links.6 Where possible, all the sources relied upon to 
create the network were inserted into the Internet Archive7 to safeguard against any future changes.  

There are limitations to this methodological approach that need to be taken into consideration when 
interpretating our findings. A lack of access to internal police processes, procedures, and practices means 
that the network presented is undoubtedly incomplete. In many instances, it was not possible to determine 
what data are being shared or the direction of the data flows. Further, the network may contain a duplication 
of applications. This is due to applications with similar names being visible in the network; for instance, 
there is an Arson application and an Office of Data Analytics8 Arson application. The research relied solely 
on publicly available information. The links confirming a data sharing relationship between nodes are 
unweighted. Each link indicates data sharing of some sort, yet for some links the data sharing was specific 
down to identifying individual datapoints whilst for others the exact nature, content, and direction of the 
data sharing is not known. The research was an iterative process that was adapted as new data were found. 
During this process, we also came to recognise that the method itself was more reflective of a network 
analysis rather than a social network analysis. Thus, while our research was initially conceived as a social 
network analysis, the process of constructing and visualising the network meant that the network itself 
gradually became the main object of study, rather than the social structures that sit around it. 

Analysing Qlik Sense 

In this section, we draw out our key findings from researching the Qlik Sense network. In so doing, we first 
describe the network and the nodes within it as it materialised through our analysis before demonstrating 
how many of the data points serve as proxies for poverty, facilitated by “associate” data shared by 
organisations external to the police. The individual applications within Qlik Sense, each of which serve a 
different purpose, are used by thousands of police officers, civilian staff, and external partners across Avon 
and Somerset Constabulary in their daily operations (Qlik 2018). The managerial and operational aspects of 
Qlik Sense, seen through applications like the Supervisor App, which allows management to see everything 
an officer is doing, and My Work, a digital double of a police officer, provide the officer with all of their 
individual data, including personalised data quality statistics. This suggests that this system also fits with 
Benbouzid’s (2019) view of predictive policing as a management tool intended to increase efficiency and 
productivity. Other Qlik Sense applications focus on crime, with some applications focusing on social care 
and community safety (e.g., road safety schemes). At least eighteen of the applications use predictive 
analytics and/or risk scoring with the aim of predicting suicide, violence, pleas, offenders, victims, 
vulnerability, road traffic accidents, child criminal exploitation, child sexual exploitation, serious youth 
violence, arson, missing persons, and domestic abuse.  

Qlik Sense consolidates multiple and disparate data and databases, both internal and external to the police 
and presents the data in a variety of data dashboards and/or visualisations. Qlik Sense’s data visualisations 
are used to assist officers and other police staff in their “real-time decision-making” with claims the Qlik 
Sense allows “everyone to make consistent decisions” through “data democratisation” (QlikTech 
International AB 2021). The macro visualisation of the network in Figure 1 contains all the applications in 
the Qlik Sense network, revealing their links to each other, the data they access, and the origins of some of 
                                                   
6 We created an interactive version on GitHub (beta version). This is a snapshot at the time the research was conducted 
and may be subject to change as a result of further research being carried out: https://elle-lp.github.io/Panspectric-
Network/.  
7 See https://archive.org/web/.  
8 The Office of Data Analytics is interchangeably called the Office for Data Analytics throughout the literature. 



Pearson, Jensen, and Adey: Pred-Pol-Pov 

Surveillance & Society 22(2) 129  

the data.9 The data-sharing network consists of at least 195 nodes with a high number of links between them. 
The links are unweighted and there is no spatial dimension in relation to the distance between nodes. In 
some cases, the links represent specific data points being shared; others represent collaboration on a Qlik 
Sense application. In most cases, the direction of the data sharing is unknown, as is whether the data sharing 
is reciprocal. The links therefore represent a data sharing relationship of some sort but further research, 
going beyond publicly available information, is required to provide more specific and weighted descriptions 
of the links. 

Figure 1: The Qlik Sense Data Sharing Network 

The higher density of links a node has increases that node’s size within the network. The most prominent 
nodes with the highest density of links are: The Office for Data Analytics10 (seventy-one links), Qlik Sense 
(fifty-five links), Think Family (forty-eight links), Avon and Somerset Police11 (twenty-eight links), 
Bristol’s Integrated Analytics Hub12 (twenty-seven links), and the Violence Reduction Unit (twenty-two 
links). The five largest nodes appear to function as an aggregator of information (the nature of this 
information is discussed below), whereby many smaller nodes feed directly into them. The larger nodes 
then become the point of contact for the other nodes in the network, with the larger nodes all having direct 
links with each other. Qlik Sense and Avon and Somerset Police are two separate nodes in the network, as 
it was not possible to establish the extent of their data sharing and, thus, data separation—if any. The 
research found the other nodes in the network either shared data with Qlik Sense or with Avon and Somerset 

                                                   
9 The interactive version of the network provides greater detail than static images allow, but we include a brief 
overview of the network here.  
10 The Office of Data Analytics is based on the New York Mayor’s Office of Data Analytics (MODA) and acts as 
hubs for multi-agency data sharing (Smith 2017). 
11 We use “Avon and Somerset Police” when referring to Avon and Somerset Constabulary’s node in our network.  
12 Bristol’s Integrated Analytics Hub is also known as Insight Bristol. Please note that some nodes, such as Think 
Family, Insight Bristol, and Bristol’s Integrated Analytics may be merged together in future iterations of the network 
as in some cases they are the same organisation. They have been kept separate because they are separated within the 
reference material, but further research is required to assess whether they can be classed as one node. 
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Police, and sometimes with both. To ensure accuracy, a link was logged only if it was noted explicitly in 
the collected data. It should also be noted that Avon and Somerset Constabulary are the lead hosts of this 
branch13 of the Office for Data Analytics so, in effect, Avon and Somerset Constabulary have three major 
nodes in the network.  

The links that Qlik Sense has with the larger nodes show it may be able to connect to the whole network 
without needing direct links to every node. A proportion of the nodes connect to police databases such as 
STORM or Niche, making accessible data such as an individual’s offending history, i.e., data that is likely 
to be considered police data by most people. There are also external organisations within the network that 
absorb data many people may not perceive to be police data, for instance education, health, and housing 
data. Nigel Colston, Chief Inspector of Avon and Somerset Constabulary, has confirmed Qlik14 is used to 
share data with partners (Qlik 2018), including voluntary organisations (Dencik et al. 2018). 

Data-sharing and External Organisations 
There are data-rich nodes in the network that are external to the police. The data obtained ranges from 
information concerning substance abuse problems, domestic violence, housing, debt, mental health, 
disabilities, and welfare benefits, as well as data related to children such as education data and social services 
data. The two largest nodes are the Office for Data Analytics and Think Family (Insight Bristol), while there 
is a push for more external data sets to be fed into Qlik Sense. For instance, with respect to health data, 
Avon and Somerset Constabulary have expressed an interest in “integrating policing into healthcare 
pathways through the Connecting Care Partnership” (Smith 2017: 5). In a proposal, attached to Smith (2017: 
5), a desire is expressed to make a “hub of hubs” or “to build the golden nominal.” This is described as 
enabling the identification of social problems “upstream” so agencies can tackle them in advance (Smith 
2017: 17). Connecting Care provides summaries of an individual’s medical record allowing health and social 
care professionals to share information for a variety of reasons, including those relating to safeguarding and 
prevention. Examples of organisations able to view this information are Bristol’s Drug Project (part of the 
ROADs node in the network), British Red Cross, care homes, sexual health clinics, and charities dealing 
with homelessness.15 The idea is to connect to existing hubs, like Connecting Care, and to access all data 
from each public body through one place.  

By constructing the Qlik Sense network, our analysis reveals large parts of the data-collection process are 
not carried out by the police but by organisations external to them. This affiliate data that exists externally 
to the police forms the basis for evidence collection that is used to inform police action through mechanisms 
such as risk scoring. As highlighted by Duarte (2021) and Egbert and Leese (2021), processes of translation 
occur internally within such systems. However, in the case of Qlik Sense, a wider chain of translation is 
also occurring between various outside organisations, all of which are grounded in different established 
practices and ethical considerations that are likely to shape individual approaches to data-sharing. Data are 
shared, often without the need for consent, through what Insight Bristol and Bristol City Council call “legal 
gateways.” Legal gateways are provided in a list that sets out the laws that can be used as exceptions to 
share data without explicit consent. To exemplify this, Insight Bristol (n.d.a; n.d.b) provides a breakdown 
of which legal gateway(s) were used to share each individual data point in the Think Family node. It is not 
clear how much of this data sharing is reciprocal and which police data these external organisations are able 
to access, but some is viewable to them via Qlik Sense applications like the Community Safety Application. 
Additionally, work was ongoing (in 2019) to make data sharing more reciprocal, but further research is 
                                                   
13 There are multiple branches across the UK. The branch referred to in this paper is the Office for Data Analytics 
(Avon and Somerset), led by Avon and Somerset Constabulary. Funding for the Office of Data Analytics project 
ended in 2019, and it is unclear whether those applications created with its input are still operational in Qlik Sense. 
14 In online promotional material, staff at Avon and Somerset Constabulary sometimes refer to Qlik Sense as “Qlik” 
during interviews. For clarity, Qlik Sense is but one of many products made by the company Qlik. A product list is 
available here: https://www.qlik.com/us/products.  
15 A full list of organisations able to view records is available here https://www.connectingcarebnssg.co.uk/what-this-
means-for-me/who-sharesviews-my-information/. It is possible for an individual to opt-out of Connecting Care, but 
this does not stop information from being accessed if there is a safeguarding concern.  
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needed to ascertain what has happened since then (Avon and Somerset Police and Crime Commissioner 
2019). 

Feedback Loops and Affiliate Data 
By enabling data flows from external organisations into police systems, decisions about interventions as 
“preventive” measures are being made based on “affiliate” data. It is unclear whether the data flows are 
reciprocal to allow affiliates to access police data. The Violence Reduction Unit (VRU) has a Qlik Sense 
application described as a “prioritisation tool” that uses SPSS, R, and Qlik Sense as well as IBM’s i2 iBase 
to “assess those at risk and those with emerging risks” (Avon and Somerset Police and Crime Commissioner 
2019: 27). It also uses police crime and intelligence data and “3 points of corroboration” to “show offending 
linked groups of people” (Avon and Somerset Police and Crime Commissioner 2019: 27). The VRU also 
calculates “risk of victimisation” scores. A breakdown of what data are used to facilitate such scores shows 
approximately half of the data stems from Insight Bristol and Somerset Transform, with the data points 
matching those used in the Think Family node (Avon and Somerset Police and Crime Commissioner 2021: 
21). This data are used alongside police-collated data to create both victim and offender risk scores, with a 
focus on predicting vulnerability. The VRU node has links to many other nodes in the network, and whilst 
using standard police databases such as STORM, intelligence, past flags and warnings, and missing persons 
data, the VRU aims to include more data from health, education, and local authorities (Avon and Somerset 
Police and Crime Commissioner 2021). 

Dencik et al. (2018) show how many of the risk models that focus on individualised risk scores work by 
comparing whether a person has a range of similar characteristics to others. This ultimately means that risk 
scores are based on associations and the categorisation of associations, e.g., a particular profile. Knowing 
how such associations are weighted would be required for further analysis, but such information was not 
revealed by this research. The organisation that collated the background data on which the VRU is based 
advise that there are a range of issues surrounding the violence related crime data. This includes the under-
reporting of crime and limited data coverage, such as only 58% of crimes having data on the offender and 
only 32% having complete offender information such as gender, age, and ethnicity (The Behavioural 
Insights Team 2019). It was further noted that data on knife crime and domestic violence relies on police 
officers entering “flags” into the system (flags are used in the risk scoring) (Avon and Somerset Police and 
Crime Commissioner 2021), and there are no guarantees of their consistency (The Behavioural Insights 
Team 2019). 

Bell’s (2013) account of punishment in England suggests looking not at who is being targeted by the penal 
system but who is not. From this perspective, the Qlik Sense network reveals a focus on poverty and street-
level crime bound together by violence. As we discuss in more detail below, many of the datapoints can be 
associated, sometimes spuriously, with low social economic status and poverty, with Qlik Sense applications 
focusing on the crimes associated with such social conditions (street violence, for example). What is missing 
is any reference to other crime types known to cause large amounts of social harm such as fraud, corruption, 
political, and other white-collar/corporate and organised crimes (Hillyard and Tombs 2017). Such crimes 
are much more difficult to investigate than those crimes on which the system is focused due to their relative 
invisibility (Whyte and Tombs 2005), which has resulted in a lack of data and research on such activities. 
The people who commit such crimes are rarely represented in any of the nodes making up the Qlik Sense 
network nor the data feeding them. Rather, the nodes in the system serve as proxies for poverty, as we 
explore below.  

Proxies for Poverty 
To demonstrate how nodes within the network function as proxies for poverty, we use the Think Family 
node, which makes certain populations visible within the network. Think Family is a separate system from 
Qlik Sense, developed by Insight Bristol (which is an integrated analytics hub) using staff from Avon and 
Somerset Constabulary and Bristol City Council (Dencik et al. 2018; Dencik et al. 2019; Families in Focus 
2018). Think Family collates data on approximately 54,000 families in the Bristol Local Authority area 
(Independent Inquiry Child Sexual Abuse n.d.) and uses Qlik Sense applications such as The Early Help 
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Module Qlik App as a case management system (Families in Focus 2018). Think Family also draws on other 
Office of Data Analytics/Qlik Sense applications including risk models for child sexual abuse, criminal 
exploitation, and domestic abuse (Insight Bristol n.d.b). 

In operational guidance, Think Family is described as a “data warehouse” (Families in Focus 2018: 15), 
collating a range of data relating to housing, education, social care, benefits, and police data, which it uses 
for predictive risk scoring (Insight Bristol n.d.b; Dencik et al. 2018). Examples of data points are teenage 
parent, accessed drug and alcohol support, mental health concern, child claiming free school meals, person 
in rent arrears, out of work benefits, linked as suspect/offender to an offence, and the vague other 
professional referral (Insight Bristol n.d.b). Many of these data points may not be data the police have 
traditionally had access to, indicating a type of function and surveillance creep in relation to the datasets 
being used, as noted elsewhere by Egbert (2019) and Wilson (2018). Those families who are identified as a 
risk and at risk have their progress tracked via this master data set and are required to show “significant or 
sustained progress or continuous employment” 16 as a marker of success (Bristol City Council 2015: 5).  

Dencik et al. (2018, 2019) note how indicators used to assess risk within the Think Family node are more 
likely to apply to those affected by poverty and deprivation with many data points being proxies for poverty. 
The over-representation of poverty within predictive systems, in particular social care, is a recognised 
concern (Eubanks 2018). By creating the network, our analysis allowed the links between nodes to become 
visible, revealing that other nodes in the network were also drawing on the data collected by the Think 
Family node. Hence, Think Family may act to make certain groups more visible in the network. In this case, 
it is those who are likely living in poverty/relative deprivation (Young 2003).  

This process of connecting affiliate data with police data risks creating a feedback loop whereby those with 
lower socio-economic status are disproportionately subjected to surveillance, leading to more regular 
predictive risk scoring, and potential interventions, whilst other groups within society become less visible 
to the system. The affiliate data are public sector data on a range of different social issues making visible 
those with certain characteristics. For instance, individuals seeking substance abuse support who sought 
private treatment are less likely to show in this public sector data, whilst not claiming benefits and being 
financially secure enough to not experience rent arrears, homelessness, or the need to rely on free school 
meals further decreases a person’s visibility through these data-points. This matters because an individual’s 
visibility within the Think Family node may result in them being more visible in other nodes, such as the 
Violence Reduction Unit, for example, which carries out predictive risk scoring in relation to vulnerability 
to violence.  

                                                   
16 No further details are provided as to what this involves except that progress “will be assessed against a locally 
defined Family Outcome Plan” (Bristol City Council 2015: 5). 
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Figure 2: The Violence Reduction Unit Note 

Conclusion 

This research brought together disparate information from a range of sources into one place, making visible 
the data sharing required to operationalise such a system. The visualisation of Qlik Sense as a system 
revealed how non-police data are collated by certain nodes that act as hubs of information that then connect 
to Qlik Sense and/or its applications. Such a visualisation allowed us to describe and show what a data 
driven/predictive policing system is (Duarte 2021). Visualising and describing the Qlik Sense network is a 
first step to establishing how data from disparate organisations, some previously thought discreet from 
police powers and organisations, are being shared with the police and other agencies.  

Sensitive data, such as mental health conditions and substance abuse, flow across digital thresholds from 
charities, healthcare, and non-police organisations into police applications where they are used in predictive 
risk scoring. This may be marking new collusions of knowledge and practice between organisations who do 
not traditionally perform police functions but who are supplying a form of intelligence without the police 
needing to investigate. Despite the legality of such data flows, questions arise as to who is responsible for 
data accuracy, the various points of translation along the data journey, and the ethics of large-scale data 
sharing—as well as, ultimately, who such systems serve.  

The network further reveals interfaces between the police, data analytics, and other private companies 
through the flow of personnel and professionalised expertise. For instance, police staff are involved with 
non-police organisations to assist with the data analytics, raising questions of how police culture, values, 
and practices may be transferred to civilian organisations. The lack of fanfare regarding Qlik Sense shows 
it marks a diversion from previous forms of data analytics within a wider context of predictive policing 
systems and algorithmic policing practices in the UK. It is an aggregate of different digital tools brought 
together into one platform with bespoke applications containing tailormade data analytic tools that are 
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visualised into dashboards to be interpreted. Qlik Sense applications filter part of the population of Avon 
and Somerset to identify those who may require pre-emptive social control. 

The data flows into particular Qlik Sense applications are suggestive of forms of policing that target the 
poorest within society, with affiliate organisations playing an essential role in collecting the data. As Brayne 
(2017, 2021) describes, such surveillance is occurring through a range of different institutions collating data, 
and this provides a further example of function creep recognised in other systems by Egbert (2019) and 
Wilson (2018). The merging of police and affiliate data into Qlik Sense provides an example of the “collect 
it all” ethos of data driven systems. 

This research provides insight into the rendering of individuals made visible through data rather than through 
a physical gaze, and this network visibility allows the maintenance of order, or prepression (Schinkel 2011), 
of those deemed a probable risk. We identify further research is required to explore the in-situ data practices 
and the use of algorithms and other technologies not only by the police but also all the organisations that 
supply data to them. The network visibility revealed by this research differs from the type of visibility made 
possible through algorithms, as the visibility is based on the use of public and charitable data. The data 
points used within Qlik Sense show those with lower socio-economic status are disproportionately focused 
upon, as the data flows from public services that many rely upon for support. The data points exclude those 
with the means to seek support elsewhere, making some groups invisible to the system and others highly 
visible. This exclusion of some populations and crimes, and the sustained focused on others, means, as our 
analysis demonstrates, that such systems are overly focused on the predictive or data-driven policing of 
poverty and, hence, we propose a new potential formulation to describe this surveillant-assemblage: Pred-
Pol-Pov. 
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